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Abstract

We introduce a model of group behavior that combines expressive participation with

strategic participation. Building on the idea that expressive voting in elections is much like

rooting for a sports team (Brennan and Buchanan, 1984; Brennan and Hamlin, 1998), we

give applications to both sporting events and elections. In our model there is an expressive

externality: an individual enjoys an event more when more of her peers come out to support

her preferred party or team. We show that this results in the possibility of �tipping� - that

participation may jump up discontinuously when the externality becomes strong enough.

We examine the implications for pricing by sports teams and for voter turnout.
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1. Introduction

In theory large groups involved in the production of public goods face a severe free

riding problem, but in practice the problem often seems at least partially overcome - think

for example of the voters who turn out to vote though they are not pivotal in the election.4

One force counteracting the incentive to free ride is an ethical motivation,5 with its more

recent incarnation as the peer pressure model (Ali and Lin, 2013; Levine and Mattozzi,

2020).6 The other is an expressive motive - the desire to express one's views or feelings

(Brennan and Buchanan, 1984; Brennan and Hamlin, 1998; Hillman, 2010).7 The present

paper explores the case where both forces operate, and adds the new element of expressive

externality. Our starting point is that it seems reasonable to suppose that a group member's

utility depends on how many peers are expressing themselves - that, in other words, there

is a positive expressive externality. Such an externality is present in voting and in other

seemingly unrelated but substantially analogous contexts, such as rooting for a sports team:

whether she participates or not, an individual typically enjoys an event more when she sees

more of her peers coming out to support her preferred party or team. For instance, a sports

fan is happier if she sees more other fans cheering for her team at the stadium; similarly, a

voter enjoys a higher utility if her party obtains a larger vote share.

As we said, the purpose of this paper is to develop a model of group participation where

peer pressure and an expressive externality coexist, and where peer pressure is generated

as a norm put in place by the self-organizing group. A key conclusion that follows from our

model is the possibility of �tipping.� That is, whereas in peer pressure models the marginal

cost of inducing additional participation is generally positive, when there is an expressive

externality it may become negative, and beyond this tipping point it is optimal for the group

to have all members to participate. Thus tipping cannot occur absent the externality. With

that, whether or not it occurs is endogenous, and we give two applications. The �rst is

to sporting events where we study how ticket pricing should be designed to exploit the

externality. We show that if the externality is low then it may be desirable to keep ticket

prices low to encourage participation; on the other hand if the externality is strong then

the teams will optimally �ll the stadium, and counter-intuitively may increase prices if the

4This is the famous �paradox of voting� (Downs, 1957).
5See, for example, Harsanyi (1980), Coate and Conlin (2004), Feddersen and Sandroni (2006) and Grillo

(2022).
6Empirical evidence suggests that peer pressure indeed plays an important role in shaping voter turnout

decisions. See, for instance, Grosser and Schram (2006), Gerber, Green, Larimer (2008) and DellaVigna,
List, Malmendier and Rao (2016).

7On voting, recent and signi�cant empirical evidence in favor of the long-standing literature on expressive
voting can be found in Tyran and Wagner (2019), Pons and Tricaud (2018) and Rivas and Rockey (2021).
Tyran and Wagner (2019) surveyed experimental evidence for expressive voting. Other surveys are Hamlin
and Jennings (2011, 2019).
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stadium capacity increases. Our second application is to voting where we demonstrate how

voter turnout can change discontinuously although the underlying stakes are drawn from

a continuous distribution. This leads to the prediction that turnout in elections may be

twin-peaked. We conduct an empirical analysis to estimate an upper bound for the e�ect

size of tipping, using aggregate voter turnout data from the US and UK. Our results suggest

that tipping is relevant in UK although possibly not in US.

The core of the model is one of collective provision of incentives to participate. We know

from the work of Ostrom (1990) and her successors how this can be achieved: groups can self-

organize to overcome the free rider problem and provide public goods (such as participation)

through peer monitoring and social punishments such as ostracism. Formal theories of peer

enforcement originate in the work of Kandori (1992) on repeated games with many players

and have been specialized to the study of organizations. The basic idea is that groups have

norms consisting of a target behavior for the group members and individual penalties for

failing to meet the target; these norms are endogenously chosen in order to advance group

interests. Speci�cally the group designs a mechanism to promote group interests subject to

incentive constraints for individual group members, and it provides incentives in the form

of punishments for group members who fail to adhere to the norm.8

The paper speaks to the literature on sports ticket pricing and voter turnout. The

literature about sports tickets studies factors that a�ect fans' attendance (Borland and

MacDonald, 2003; Laverie and Arnett, 2000; Mastromartino and Zhang, 2020; Wake�eld,

1995) and the revenue-maximizing ticketing strategy (Daniel, 1997; Drayer et al, 2012;

Rodney, 2004). We point out how expressive externality � a practically important but

largely overlooked factor in the literature � a�ects fans' attendance and how this can be

exploited in the optimal pricing strategy. Our results imply that with strong expressive

externality stadiums are always full under the optimal ticketing strategy. In the context of

UK soccer for example, casual observation of full stadiums seems to con�rm the presence

of a high expressive externality.9 For voter turnout, our addition to the cited literature

lies in the possibility that the turnout distribution can be twin peaked when there is an

expressive externality. Our empirical analyses also suggest that such tipping e�ect seems

to be stronger in UK than in US.

The sequel of the paper is organized as follows. The next section introduces the model.

Sections 3 and 4 analyze the model and present our main tipping result. Section 5 examines

the implication of tipping for optimal sports ticket pricing. Section 6 studies the implication

8See for example Levine and Modica (2016) and Dutta, Levine and Modica (2021).
9The average stadium attendance rates for clubs in the Premier League are

close to 100% in almost all seasons. See https://www.transfermarkt.com/premier-
league/besucherzahlen/wettbewerb/GB1/plus/1?saison_id=2022.
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of tipping for the distribution of turnout in large elections. Section 7 concludes.

2. The Model

The natural context for studying expression is that of a social network, a simple model

of which is the following. A group k is composed of a continuum of members of size ηk (we

shall consider cases in which the number of groups is either one or two). Each group member

faces a participation decision: to root or not to root for the team; and if the group wins,

which occurs with probability pk, each group member has a utility vk.
10 The same goes

for other participation decisions such as voting. The cost of participation of individual i is

c(yi) = yi−β, where β is type-independent direct payo� from participation and the type yi

is uniformly distributed on [0, 1].11 Types are independent across individuals. In this paper

we consider the addition of an expressive externality: you bene�t from the participation of

your peers, and the e�ect is proportional to the participation rate of your group. We denote

by λ ≥ 0 the strength of this externality. So if the fraction of participants in group k is ϕk

then direct utility from participation of i ispkvk + λϕk if i does not participate

pkvk + λϕk + β − yi if i does participate.
(2.1)

Note that without any intervention encouraging participation only those with types

yi ≤ β will choose to participate. We call these individuals committed members. Since yi is

uniformly distributed on [0, 1] the fraction φ of committed members is then given by

φ =


0 if β < 0

β if 0 ≤ β ≤ 1

1 if β > 1 .

(2.2)

Hereafter we will assume that β < 1 to avoid the uninteresting case in which all group

members are committed; thus φ = max{0, β}.
Because of the expressive externality the group may have a collective interest in mobi-

lizing higher participation rate than φ. Throughout the paper we view each group k as a

self-organizing group in the spirit of Levine and Modica (2016) and Levine and Mattozzi

10We will specify how pk depends on participation rates of the own and rival groups in applications
presented in Sections 4 to 6.

11Here we let β represent various sources of direct bene�t from participation, such as ful�llment of civic
duty (Downs, 1957; Riker and Ordeshook, 1968; Blais, 2000) and expression (Brennan and Buchanan, 1984;
Hamlin and Jennings, 2011).
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(2020). More speci�cally, the group may self-organize to encourage the participation of

non-committed members through peer monitoring and punishment. It does so by establish-

ing a social norm whereby members with relatively low costs are expected to participate.

Speci�cally, a social norm is de�ned as a threshold φk ∈
[
φ, 1

]
for participation: those

types with yi ≤ φk are supposed to participate and those with yi > φk are not. If the social

norm φk is followed, the expected fraction of the group that will participate is φk and in a

large group we may assume that since we are averaging over many independent draws the

realized participation ϕk is equal to the expected value φk.

The action of a member � whether she has participated or not � is observable to everyone,

but for those who did not participate there is only a noisy signal of their type yi. The signal

is a binary signal zi ∈ {0, 1}, where 0 means �good, followed the social norm� and 1 means

�bad, did not follow the social norm.� Following Levine and Mattozzi (2020), we assume

that if the social norm was violated (that is, the member did not participate but yi ≤ φk)

the bad signal is generated with probability π0; if i did not participate but yi > φk so that

she did in fact follow the norm, there is nevertheless a chance π1 of generating the bad

signal. We assume that π1 ≤ π0 so that the bad signal is more likely to be generated under

a real violation of social norm.12 De�ne π ≡ π1/π0 ∈ [0, 1] as the likelihood ratio of bad

signals. Higher π implies that signal is less informative about social norm violation. As

we will see in the next section, the social cost of peer monitoring is proportional to π. If

a member's behavior generates a bad signal she su�ers an endogenous punishment Pk that

the group applies through some form of ostracism.

We model the behavior of the self-organizing group k as a mechanism design problem:

to choose an incentive compatible pair of φk, Pk to maximize the ex ante per capita utility

of group members. This per capita utility, which we derive below, is going to be the direct

utility de�ned above minus the cost of implementing the chosen norm.

From the model formulation it is apparent that the direct utility, participation decision

and the group self-organization problem are the same in the cases of sports teams rooting

(where there is only one group, the home team fans), and voting in elections (where there

are two opposite groups trying to win). The di�erence is that, as we will see, in the voting

case the probability of winning depends on both groups' behavior hence it is a bit more

12The idea is that in practice the actual participation of a citizen � whether one goes to the stadium,
shows up in the poll station, attends a meeting � is relatively easy to observe by others (hence π0 relatively
high). On the other hand if a citizen does not participate the reason for her absence � for example, she just
wants to shirk, or she is too busy or too sick to attend � is not directly observable to her peers (therefore
π1 relatively low). How well her peers can tell whether she violates the social norm or not depends on how
close they are to her. This can be interpreted as a social trait and is captured by the ratio π = π1/π0

in our model. Perfect monitoring corresponds to the case π = 0, and a completely ine�ective monitoring
corresponds to the case π = 1.
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involved than in the sports rooting case.

3. The Minimal Cost of Mobilization

As a �rst step we observe that maximizing utility requires that the cost of achieving a

particular participation target φk is minimized. In other words, the self-organizing group

must choose a punishment scheme Pk so that compliance with the social norm φk is incentive

compatible. If everyone complies with the social norm bad signals are still generated with

probability π1, so π1Pk is a cost to the group of inducing compliance, which we call a

monitoring cost ; this is M(φk) =
∫ 1
φk
π1Pkdy. The total cost C(φk) of implementing social

norm φk is then the sum of monitoring cost and the direct cost of participation T (φk) =∫ φk

0 c(y)dy. The former is exclusively driven by punishment misplaced on members with

yi > φk whose abstentions are legitimate under the social norm. All these functions are

de�ned for φk ≥ φ, because only these participation rates can be realized in the model. We

now study the problem of minimizing the total cost for a given target φk.

Lemma 1. Recall that π = π1/π0. The direct, monitoring, and total costs of inducing

compliance with a social norm φk ≥ φ are

T (φk) = φk (φk − 2β) /2 , φk ≥ φ (3.1)

M(φk) =

0 if φk = φ

π (1− φk) (φk − β) if φk > φ
(3.2)

C(φk) =

φ
(
φ− 2β

)
/2 if φk = φ(

1
2 − π

)
φ2
k − πβ + [π − (1− π)β]φk if φk > φ

(3.3)

The optimal level of punishment is Pk = (φk − β) /π0.

Proof. By de�nition the direct cost of participation above the committed level φ is T (φk) =∫ φk

0 c(y)dy for φk ≥ φ, and direct computation gives

T (φk) =

∫ φk

0
c(y)dy = φ2

k/2− βφk = φk (φk − 2β) /2 , φk ≥ φ

Next we derive the monitoring cost. The incentive constraint is that members with yi ≤ φk

should be willing to participate, that is yi − β ≤ π0Pk for all yi ≤ φk - therefore it must

be π0Pk ≥ φk − β; and members with yi > φk should not, that is π1Pk ≤ yi − β for all

yi > φk or equivalently π1Pk ≤ φk − β. Because π1 ≤ π0 and minimization of cost implies

that the constraint should bind, we obtain that Pk = (φk − β) /π0. Notice that without

monitoring (that is, no punishment exerted to non-participants) the participation rate is
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lowest and equal to φ. Therefore, M(φ) = 0. For φk > φ, recalling that for these values

Pk = (φk − β) /π0, the monitoring cost is

M(φk) =

∫ 1

φk

π1Pkdy =
π1
π0

∫ 1

φk

(φk − β) dy = π (1− φk) (φk − β)

Taking these results together, we obtain (3.2). Hence the total cost C(φk) ≡ T (φk)+M(φk)

of inducing any social norm φk ≥ φ is easily veri�ed to be given by (3.3).

The direct cost T (φk) is strictly convex in φk, while the monitoring cost M(φk) is

concave in φk for all π > 0 and it is proportional to π, the noisiness of the social signal zi

about norm violation. Importantly, the total cost C(·) is strictly convex (resp. concave) for

π < 1/2 (resp. π > 1/2). This implies that the marginal cost of mobilization is increasing

(decreasing) in participation rate as the di�culty of monitoring π is below (above) 1/2.

To simplify the analysis we assume π = 1/2, so that the net marginal cost of mobilizing

participation is constant, but we check that the tipping result underpinning the analysis is

robust to relaxing this assumption. With π = 1/2 it follows directly from (3.3) that the

cost function C(φk) is given by the following;

Corollary 1. Suppose π = 1/2. Then

C(φk) =

φ
(
φ− 2β

)
/2 if φk = φ

1−β
2 φk − β

2 if φk > φ
. (3.4)

4. Main Result: Tipping

In this section and the next we assume that there is only one group k and normalize

its size ηk to one. In this context we interpret participation as an expression of support

for the group: for instance cheering for a sports team at the stadium or a pop star at a

concert.13 Our goal is to understand how the group's optimal social norm φk depends upon

the strength of the externality λ. In particular we will establish that there is tipping in the

sense that there is a critical value λ∗ for which participation jumps discontinuously as λ

exceeds this threshold. Such tipping can also be triggered by continuous changes of other

model parameters when λ > 0 is su�ciently large. It is these tipping phenomena that is

the main topic of the paper. All proofs for this section are relegated to Appendix A.

To present the tipping result in the most transparent way, we �rst assume for simplicity

that π = 1/2 (as indicated before) and vk = 0, that is, the only bene�t to the group from

13In Section 6 we study the case with two groups, whereby two political parties strategically mobilize their
voters in an electoral competition.
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participation are the individual bene�ts from expression. As we shall see later, our tipping

result is robust when these assumptions are relaxed. Observe that ϕk = φk must hold to

be in compliance with any social norm φk ≥ φ. Lemma 2 characterizes the per capita

utility for each member in group k as a function of social norm φk under our simplifying

assumptions.

Lemma 2. Assume π = 1/2, vk = 0 and let

ξ ≡ 1− β

2
− λ. (4.1)

Then the per capita group utility is equal to

Uk(φk) = −ξφk +
β

2
· 1 {φk > 0} for φk ∈

[
φ, 1

]
(4.2)

Here 1 {·} is the indicator function. Note that ξ represents the (constant) marginal cost

of inducing participation rate φk net of the bene�t from expressive externality. Assume

β < 1 so that the faction of committed members φ is less than one (cf. (2.2)). Then,

without the expressive externality (i.e., λ = 0) this marginal cost ξ is strictly positive

and the optimal participation is unambiguously φ. Thus without the externality we have a

pretty standard model � self-organization never creates a discontinuity in participation rate:

only the committed members participate and the fraction of these members is a continuous

function of model parameters (Levine and Modica, 2016; Levine and Mattozzi, 2020).

Now assume λ > 0. Recall that φ = max{0, β}, and let

λ∗ ≡


1−β
2 if β ≥ 0

1−β
2 − β

2 if β < 0
(4.3)

With φ∗
k denoting the optimal social norm for group k, we have

Proposition 1 (Tipping). Suppose π = 1/2 and vk = 0. Then the optimal social norm of

participation increases discontinuously in λ at threshold λ∗:

φ∗
k =

φ if λ < λ∗

1 if λ > λ∗
(4.4)

The tipping threshold λ∗ is decreasing in β.

To see the intuition, recall that ξ ≡ (1 − β)/2 − λ is the constant marginal cost of

increasing participation net of the bene�t of externality. The key point is that this is

positive for su�ciently low externality λ but becomes negative when λ is large. If β ≥ 0 �

7



so that the lowest cost member with yi = 0 weakly prefers to participate � it follows from

(4.2) that Uk(·) is a linear function on
[
φ, 1

]
. In this case, ξ < 0 if and only if λ > λ∗

and it is this switch from positive to negative marginal cost at λ∗ that triggers tipping.

If instead β < 0 � so that φ = 0 and participation incurs strictly positive costs for all

member types � it follows from (4.3) that the tipping threshold λ∗ is higher so that a higher

level of externality is required to trigger tipping. This is because, by (4.2), Uk(0) = 0 and

limφk↓0 Uk(φk) = β/2 < 0 when β < 0. That is, Uk(φk) has a downward jump at zero. The

size of this downward jump is exactly the monitoring cost of inducing the lowest type to

participate.14 It is this �start-up cost� of mobilizing the lowest cost member that makes

inducing tipping less pro�table for the group, and hence a higher level of externality λ is

required to trigger tipping.

The tipping result extends easily to other model parameters when λ > 0. For example,

by (3.2) the marginal cost ξ is strictly decreasing in β. Then, following the similar logic of

tipping for λ, there also exists corresponding tipping threshold β∗ � such that participation

can jump up discontinuously as β crosses β∗ from below � provided that λ > 0 is su�ciently

large.15 Such discontinuity, as explained above, is impossible absent the expressive external-

ity. It is hence the possibility that participation can vary discontinuously with parameters

that features the essential implication of expressive externality. In the next two section we

will consider other variants of tipping results induced by model parameters other than λ.

Despite their seemingly di�erences in presentation, readers should bear in mind that the

mechanisms that these parameters trigger tipping are exactly the same.

4.1. Robustness

In this section we relax the assumptions π = 1/2 and vk = 0 made previously and show

that the tipping result is robust. With only one group we may assume that the probability

of success pk is an non-decreasing function of the participation rate φk; for simplicity we

take it to be linear, with slope ψ ≥ 0. The result is the following:

Proposition 2 (Robustness of Tipping). Suppose vk > 0 and pk = pk(φk) is a linear

function with slope ψ ≥ 0. De�ne λ∗∗ ≡ λ∗ − ψvk. Then the following holds:

1. If π > 1/2, then φ∗
k = φ for λ < λ∗∗ and φ∗

k = 1 for λ > λ∗∗. That is, the tipping

result in Proposition 1 still applies with tipping point λ∗ shifted to λ∗∗.

14More precisely, this jump equals the discontinuous increment of the total cost function C(·) at φk = 0
when β < 0 (cf. 3.4). Since the direct cost T (·) is continuous and equals zero at φk = 0, the jump in total
cost at φk = 0 is entirely driven by the monitoring cost.

15This is because only for su�ciently large λ > 0 it is possible that ξ < 0 and φ < 1 � which are necessary
for tipping � can simultaneously hold.
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2. If π = 1/2− ϵ for 0 < ϵ < 1/2 and β ≥ 0, then16

φ∗
k =


φ if λ ≤ λ∗∗ − 2ϵλ∗

1
2ϵ (λ− λ∗∗) +

1+φ

2 if λ ∈ (λ∗∗ − 2ϵλ∗, λ∗∗ + 2ϵλ∗)

1 if λ ≥ λ∗∗ + 2ϵλ∗

(4.5)

Part (1) of Proposition 2 says that when π > 1/2 and p′k(·) = ψ ≥ 0 the basic tipping

result is essentially unchanged, with just that the tipping point is now shifted downwards by

ψvk. Therefore, the required threshold of λ to trigger tipping becomes lower when ψ > 0,

that is, participation has a positive e�ect in public good provision. This is because, like

the expressive externality λ, a positive ψ features a standard productive externality that

increases the marginal bene�t of mobilizing participation. This additional bene�t from

public good provision makes inducing tipping more likely to be optimal for the group. Part

(2) of Proposition 2 says that for π = 1/2− ϵ and ϵ small the result is that φ∗
k as a function

of λ increases steeply from φ to 1 in the interval (λ∗∗ − 2ϵλ∗, λ∗∗ + 2ϵλ∗) whose width tends

to zero. We therefore conclude that tipping is robust when π > 1/2, and it is a good

approximation if π = 1/2− ϵ for ϵ su�ciently small.

We observe that Proposition 2 implies that to trigger tipping π must be su�ciently away

from 0 so that the monitoring cost is substantial. This is because, as explained in Section

3, the monitoring cost changes the curvature of the total cost function C(·) and hence the

marginal cost of participation mobilization. Only when π is su�ciently high the marginal

cost of mobilization can be decreasing, and this provides the crucial incentive for the group

to engage in costly e�orts to boost the highest participation.

5. Implications of Tipping for Sports Ticket Pricing

In this section we apply the tipping result to study the problem faced by a sports

team whose fans are a self-organizing group.17 Our goal is to study the implications the

possibility of triggering tipping brings to the optimal ticket pricing of a sports team. Here

participation takes the form of attending a match, and the sports team charges a price r for

attending. We assume in addition that the sports stadium has a maximum capacity and

can accommodate only a fraction Q ≤ 1 of its fans. Subject to the capacity constraint the

16For β < 0 and π < 1/2 the result is qualitatively the same, but the statement is more involved so we
deal with it in Appendix A, where this proposition is proven.

17The importance of social in�uence on sports attendance has long been recognized in the literature
(Wake�eld, 1995). Indeed, it is very common for sports teams to have supporters' groups, which are orga-
nizations that represent their fans. These supporter's groups often engage in activities that encourage fans'
participation. See, for instance, https://en.wikipedia.org/wiki/Supporters%27_group.
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costs of the team are entirely sunk so it wishes to choose r to maximize revenue.

For clarity of exposition, we continue to assume π = 1/2. Following the spirit of Propo-

sition 2 in the previous section, we assume vk > 0 and pk(ϕk) is a linear function with slope

ψ ≥ 0. This is a parsimonious way to model the fact that fans of a sports team typically

enjoy a public bene�t when their home team wins, and that fans' attendance at stadium

may have a positive e�ect on the home team's winning probability.18 Since the sports team

charges a fee r for attendance, the constant β in c(yi) = yi − β becomes β = β0 − r. We

assume β0 > 0 because otherwise attendance would be zero even when tickets are free.

As a benchmark, we �rst derive the optimal solution when the fans' group does not self-

organize. In this case the sports team only sells to committed fans whose fraction equals

φ. By (2.2) and the fact that β = β0 − r, we have

φ =


0 if β0 − r < 0

β0 − r if 0 ≤ β0 − r ≤ 1

1 if β0 − r > 1 .

(5.1)

Then we have a standard monopoly pricing problem:

max
r

{r ·min {β0 − r,Q}}

where r is the ticket price the sports team charges and clearly β0− r ≥ 0 must hold for any

optimal r. The maximum of r(β0 − r) is rM = β0/2 giving φ = β0/2 > 0. If this φ is less

than the stadium capacity Q then β0/2 is the optimal price and the induced attendance.

If φ is greater than Q then rM should be chosen so that β0 − rM = Q, or equivalently

rM = β0 −Q . Therefore the sports team's optimal strategy is to sell at price

rM (Q) = max {β0 −Q, β0/2} =

β0 −Q if Q < β0/2

β0/2 if Q ≥ β0/2
. (5.2)

Observe that the optimal price rM (Q) without group self-organization shares two features

that are common in standard monopoly pricing models. First, rM (Q) is continuous and

weakly decreasing in capacity Q (strictly so if this capacity is binding). Second, there is no

rationing in the following sense; if the price is �xed at some level rM (Q), the attendance

18The empirical evidence on how fans' attendance a�ects the home team's performance is mixed. For
example, Cross and Uhrig (2023) and Smith and Groetzinger (2010) �nd positive e�ects of fan attendance
on home team advantage in top European soccer leagues and the Major League Baseball (MLB), respectively.
In contrast, Belchior (2020) and Böheim, Grübl and Lackner (2019) �nd no (or even negative) e�ects of fan
attendance in Brazilian football and the National Basketball Association (NBA).
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rate (the demand for tickets) is una�ected when capacity Q is expanded. Put di�erently,

there can never be excessive demand over capacity Q. We will see that both features can

be overturned when the possibility of tipping is taken into account for pricing.

Observe that the fraction of Q demanded as a function of price is φ. So if r = β0−Q then

φ = Q - so there capacity is fully used up to Q = β0/2. If Q > β0/2 then φ = β0/2 < Q,

so there is slack capacity.

Now suppose the fans' group can boost attendance through imposing a social norm. In

Appendix B we show that, under π = 1/2 and given ticket price r, the marginal cost of

mobilizing participation is

ξ ≡ 1

2
− β0 − r

2
− λ− ψvk. (5.3)

Therefore, the sports team in e�ect controls the marginal cost of mobilization by choosing

ticket price r. Recall from Section 4 that a necessary condition to trigger tipping is that

the marginal cost ξ is non-positive. Beyond this point the optimal participation rate is Q

(the highest fraction of fans that �ts into the stadium). By (5.3), ξ is strictly increasing in

r and ξ ≤ 0 if and only if

r ≤ rI ≡ β0 + 2 (λ+ ψvk)− 1. (5.4)

The ticket price r thus must be su�ciently low to trigger tipping.

The question for the sports team is then: should it set a price above the tipping price

and sell just to committed fans φ or set the tipping price and �ll the stadium? To answer

this question it is important to realize that the price ceiling rI is nondecreasing in Q and

strictly increasing in λ. So, unlike the standard monopoly case, under tipping the optimal

price will not decrease in stadium size Q, and inducing tipping is more pro�table as Q

increases. Therefore, inducing tipping is optimal if and only if Q exceeds some threshold

Q∗
λ that is decreasing in λ. This yields interesting relationship between price and capacity

at di�erent levels of λ. This is stated in Proposition 3 and illustrated by Figure 5.1.

Proposition 3. Assume β0/2 ∈ (0, 1) and de�ne

λ ≡ 1

2

(
1− β0

2

)2

− ψvk, λ̃ ≡ 1

2

(
1− β0

2

)
− ψvk and λ ≡ 1

2h
− ψvk .

The optimal price r∗ (Q;λ) as a function of stadium capacity Q is given as follows:

1. If λ ≤ λ then triggering tipping is never optimal so the optimal price r∗ (Q;λ) =

rM (Q) for all Q ∈ [0, 1].

2. If λ < λ ≤ λ then there is a cuto� Q∗
λ (strictly decreasing in λ) such that triggering

11



tipping is optimal if and only if Q ≥ Q∗
λ.

19 The optimal price is given by

r∗ (Q;λ) =

rM (Q) if Q < Q∗
λ

β0 + 2 (λ+ ψvk)− 1 if Q ≥ Q∗
λ

.

r∗(Q) is weakly decreasing in Q, and it has a discontinuous downward jump at Q∗
λ if λ < λ̃

(Figure 5.1(a)) and is continuous at Q∗
λ for λ ≥ λ̃ (Figure 5.1(b)).

3. If λ > λ then triggering tipping is always optimal independent of capacity Q. The

optimal price is given by

r∗ (Q;λ) = β0 + (2 (λ+ ψvk)− 1)
Q

1 +Q

and it is continuous and strictly increasing in Q (Figure 5.1(c)).

Figure 5.1: Relationship between the optimal ticket price r∗ (Q;λ) and stadium capacity Q when λ > λ.

Note: When tipping is impossible the optimal price (gray dashed line) is rM (Q) in (5.2), which is

the standard monopoly case. When tipping is possible (black line) Q∗
λ is the critical point for regime

switching: it is optimal to charge the tipping price if and only if Q ≥ Q∗
λ. This cuto� Q∗

λ is strictly

decreasing in λ on
[
λ, λ

]
and Q∗

λ = β0/2 at λ = λ̃.

Proposition 3 suggests that when the expressive externality is too low (λ ≤ λ) it is never

optimal to induce tipping and hence the best strategy for the sports team is to charge the

standard monopoly price rM (Q), which is continuous and strictly decreasing in Q. In sharp

contrast however, when the externality is very high (λ > λ) it is optimal to induce tipping

(and �ll the stadium) independently of Q; in this case the price is strictly increasing in

stadium size. This is because a larger stadium size allows each fan to enjoy a higher payo�

from more participation of others, thanks to the strong expressive externality. This then

allows the sports team to charge higher prices without discourage fans to collectively induce

19The precise expression of Q∗
λ is derived in Appendix B. It turns out that Q∗

λ is continuous and strictly
decreasing from 1 to 0 as λ increases from λ to λ, and Q∗

λ̃
= β0/2.
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maximal participation.

For intermediate λ ∈
(
λ, λ

)
it turns out that, interestingly, there is an interiorQ∗

λ ∈ (0, 1)

such that charging the tipping price is optimal if and only if Q ≥ Q∗
λ. This Q∗

λ is strictly

decreasing in λ, consistent with the intuition that tipping is more likely to be optimal with

greater expressive externality. This regime switch triggers subtle patterns for how λ a�ects

the relationship between optimal price and capacity. When λ > λ̃ under the optimal ticket

price the stadium is always �lled for all capacity levels Q ∈ [0, 1]. The reason is that for

Q < Q∗
λ the price is equal to monopoly price, but in this region Q < β0/2 so stadium is

full anyway. Moreover, price is never lower than monopoly price without tipping. When

λ < λ̃, in the range Q ∈ [β0/2, Q
∗
λ] it is not worthwhile inducing tipping and there is slack

capacity since the optimal price is the monopoly price, which in this range calls for less than

full capacity. At Q = Q∗
λ tipping is induced and to do so a discrete price drop is need to

provide the group incentives to mobilize fans. The price is no higher than monopoly pricing

without tipping, and there could possibly be a discontinuous jump downwards.

Finally, the optimal price can respond to externalities λ and ψ, while this is not the case

when tipping is impossible. This is because it makes sense for the optimal price to respond

to externalities only when the sports team expects the group's organization e�orts to be

strategic and e�ective; after all, individual decisions never take externalities into account.

As ψ increases it becomes more likely to be optimal for the team to induce tipping, and

the tipping price charged is increasing in ψ.20 One interesting way to view this result is

to interpret ψ as fans' belief about the e�ectiveness of their attendance in improving the

home team's performance. Such belief ψ can be a�ected by persuasive narratives that

emphasize or exaggerate fans' importance. Our result then implies that the sports team

may have strong incentives to increase ψ by costly investing in such persuasion even when

fans' attendance has objectively little e�ect on team performance.21 This is because a higher

belief ψ shared by fans will allow the team to earn more pro�ts through triggering tipping.

We believe that this is an interesting possibility result that worth empirical investigations.

To sum up, our results illustrate how the sports team's optimal pricing should exploit

fans' self-organization behavior. These insights convey to other entertainments such as

selling tickets for concerts and super stars, etc.

20In reality the objective of a sports team may be a combination of both pro�t maximization and improving
team performance (say for future reputation and potential bene�ts; like upgrade to higher level). In this case
the standard monopoly price without tipping rM (Q) can be continuous and decreasing in ψ. Under tipping,
however, the optimal price must be either weakly increasing or has a discontinuous drop as ψ increases
continuously. These comparative static predictions are qualitatively very di�erent.

21When tipping is impossible this cannot happen; fans' individual participation decision does not take
externality ψ into account and hence spreading such narratives will not in�uence their behavior.
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Do Ticket Prices Rise When Larger Stadiums Are Built?

From an empirical point of view it would be interesting to know which panel of Figure

5.1 is relevant in a particular situation. Of course many factors in�uence the dependence of

prices on stadium capacity. For an example, in the US it seems that new, larger stadiums

indeed bring higher ticket prices. An article22 indicates that for three new US football

facilities prices in the new stadiums were 26% higher than in the old. The capacity of the

new and old stadiums is reported in Wikipedia: capacity increased by an average of 15%.

6. Tipping result for two groups and application to voter turnout

In this section we extend our tipping result for two groups competing in all-pay auction

contests (e.g., Levine and Mattozzi (2020)). To �x ideas, we interpret the two groups as

political parties k ∈ {L, S} who compete in an election. The relative size of the two parties

is ηL > ηS > 0 with ηL + ηS ≤ 1, where ηk is the fraction of people who would vote for

k = L, S with certainty if they decided to vote.23 The party that sends the most voters to

the polls wins the election and receives a total prize of size V ; the per capita value of the

public good for each party k to win the election is thus vk = V/ηk. We make the following

assumption.

Assumption 1. π = 1/2, β ∈ (0, 1), λ = κV and κ > 0.

Assumption β ∈ (0, 1) ensures that the fraction of committed voters is φ = β ∈ (0, 1)

for both parties (cf. (2.2)). Following Levine and Mattozzi (2020), we de�ne a bid bk by

group k as the number of voters mobilized to turnout by party k, that is bk = ηkφk. For

each party k = L, S, the set of feasible bids is given by [βηk, ηk]. Let Πk(bk, b−k) denote the

winning probability of party k as a function of bids bk and b−k submitted by both parties.

We also assume that the large party L wins the election in case of a tie.24 Therefore

ΠL(bL, bS) =

1 if bL ≥ bS

0 if bL < bS
ΠS(bS , bL) = 1−ΠL(bL, bS).

22https://profootballtalk.nbcsports.com/2012/05/28/new-stadiums-are-resulting-in-dramatically-
increased-ticket-prices/

23To facilitate our empirical exercise presented in subsection 6.1, we will introduce a strategically neutral
group of �civic voters� with size ηc = 1− ηL − ηS that mechanically split their votes equally to both parties
and do not a�ect the outcome of the election.

24This is to simplify equilibrium analyses and guarantee that equilibria always exist. See footnote 8 of
Levine and Mattozzi (2020) for a more detailed discussion.
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Let V ≡ (1− β) / (2κ). Our main result is that tipping takes place as V crosses V from

below: the details are in Appendix C.25

Proposition 4. Suppose Assumption 1 holds and ηS > βηL. For V > V the aggregate bid

by the two parties is b = ηS + ηL; for V < V close to V aggregate bid is approximately

b = (1 + β) ηS.

For V > V all voters in both parties turn out and the aggregate bid b = bL + bS by the

two parties is b = ηS + ηL, independently of the probability of winning. For V < V we have

to study the game between the two parties because the probability of winning depends on

bids. The analysis in Appendix C shows that for V close to V � which is the relevant case

in general elections, where stakes are high � in equilibrium to a good approximation the

large party bids ηS and the small party bids βηS , so the aggregate bid is approximately

b = (1 + β) ηS . The main implication of this result is that the distribution of voter turnout

is twin-peaked due to tipping: even if V has a continuous single-peaked distribution, as V

crosses V we should observe a discontinuous upward jump in turnout. This implies that

the distribution of voter turnout shall follow a distribution with more than one peak. We

examine this empirically, and estimate an upper bound about the extent to which such

tipping can matter.

6.1. E�ect sizes of tipping in US and UK

Having established the possibility of tipping for voter tunout, a natural question to ask

is to what extent tipping is relevant in explaining variations in voter turnout in practice.

This is what we explore next, using aggregate turnout data from both the US and UK. We

focus on general elections and presidential elections because the stakes are most salient, and

parties' incentives to mobilize turnout are also the strongest (Shachar and Nalebu� , 1999;

Levine and Mattozzi, 2020).26 Our goal is to estimate an upper bound for the e�ects of

tipping. To facilitate this estimation, we �rst slightly perturb the model above and show

that under reasonable simpli�cation assumptions the distribution of voter turnout can be

given by a mixture of two normal distributions with di�erent peaks; the parameters of this

model can be estimated using the maximum likelihood approach. We then interpret the

estimation results in light of our tipping model; the rationale is that we hypothetically

attribute all the estimated e�ects to tipping and this reasonably gives an upper bound.

25While in Proposition 4 tipping is triggered by V , it should be clear that a similar tipping result can also
be triggered by other parameters such as β and κ.

26See Shachar and Nalebu� (1999) and Section V.B of Levine and Mattozzi (2020) for discussions of
related empirical evidence.
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6.1.1. The Bernoulli-Normal mixture model for voter turnout

To account for the fact that the actual voter turnout is certainly not Bernoulli ant it

in general takes continuous and interior values (that is, away from 1 and 0), we introduce

a third group of civic voters of size ηc = 1 − ηL − ηS , who split votes equally between the

two parties (so that the strategic aspects of voting are unchanged). We further assume that

each civic voter i faces a participation cost yi − βc, where yi ∼ U(0, 1). The fraction of

committed voters from this group is determined by yi − βc ≤ 0 so it is βc. We assume that

βc is normally distributed with mean µc and standard deviation σc. Essentially, what civic

voters do is to add additional terms in parties' bids: when parties bid bL and bS , the actual

fraction of voters that cast votes for them are:

τS = bS + βcηc/2 τL = bL + βcηc/2

where 1/2 shows up because civic voters are divided equally to parties. The aggregate

turnout is then

τ := τL + τS = b+ βcηc (6.1)

where βc ∼ N (µc, σc) and b is Bernoulli with probability Q1 of b (the probability that

V < V ) and 1−Q1 of b (probability of V > V ). Equivalently, τ is a mixture of two normal

distributions both with standard deviation σ = ηcσc, and one with mean µ1 = ηcµc+ b and

the other with mean µ1 + g = µcηc + b.27 Therefore, the gap g = b − b captures the e�ect

size of tipping on voter turnout. We call this model a Bernoulli-Normal mixture.

6.1.2. Estimating tipping e�ects in US and UK

We now estimate the tipping e�ect using the Bernoulli-Normal mixture model derived

above. To do so we gathered aggregate turnout data from US presidential elections (1920-

2020) and UK general elections (1918-2019) beginning with the �rst election in which women

were permitted to vote.

In our model turnout τt in each period t is a mixture of two normal distributions

N (µ1, σ
2) and N (µ1 + g, σ2). The probability that τt is drawn from N (µ1, σ

2) equals

Q1 ∈ (0, 1). Without loss of generality, we assume g > 0 to ensure identi�cation. Let

ϑ = (Q1, µ1, g, σ) be the vector of parameters. A crucial fact, as we show in Appendix

D, is that voter turnout has strong positive serial correlation and is a stationary process.

With this positive serial correlation the exact likelihood function is not tractable as it re-

quires us to compute for each set of parameters a likelihood for each possible sequence of

Bernoulli of which there are many. Instead we implement a �partial� maximum likelihood

27While the actual turnout is bounded between zero and one, a �nite normal mixture model may well
approximate it when the standard deviations are su�ciently small.
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approach as described in Levine (1983). Here we obtain consistent estimates by maximizing

the product of the stationary density functions, that is, proceeding �as if� the observations

were independently drawn from its stationary distribution.28 The standard errors are then

computed using both contemporaneous and lagged information matrices. The stationary

density function is then

f(τt|ϑ) = Q1ϕ(τt;µ1, σ
2) + (1−Q1)ϕ(τt;µ1 + g, σ2)

where ϕ(x;µ, σ2) = (1/
√
2πσ2) exp(−(τt−µ)2/2σ2) denotes the density function forN (µ, σ2).

Then, given the time series of turnout τ := {τt}Tt=1, the partial log-likelihood function is

L (ϑ; τ ) =
∑T

t=1
log f(τt|ϑ)

=
∑T

t=1
log

(
Q1e

− (τt−µ1)
2

2σ2 + (1−Q1)e
− (τt−µ1−g)2

2σ2

)
− T

2
log 2πσ2 (6.2)

We estimate ϑ = (Q1, µ1, g, σ) using the maximum likelihood approach. The estimation

results are presented in Table 1.

Table 1: ML Estimation results for US and UK

Parameters U.S. presidential elections (1920-2020) U.K. general elections (1918-2019)

ĝ 0.066 0.127
(0.014) (0.034)

Q̂1 0.626 0.177
(0.233) (0.159)

σ̂B 0.032 0.049
(0.006) (0.006)

µ̂1 0.529 0.622
(0.009) (0.031)

σ̂ 0.027 0.041
(0.005) (0.006)

Partial Log-likelihood 46.683 39.788

Observations 26 28

Note: In this table σ̂B ≡ ĝ

√
Q̂1

(
1− Q̂1

)
is the estimated standard deviation of the Bernoulli compo-

nent in the mixture model. Robust standard errors are reported in parentheses and they are computed

following the method in Levine (1983) with lag k = 4. The choice k = 4 is made based on a tradeo�

between bias and precision of estimates. As Table 2 in Appendix D shows, the serial correlation is

around 0.5. It can be checked that for an AR(1) with a coe�cient of 0.5 the contribution of lags after

4 to the stationary standard error is less than 1/10th of a percent. The choice of k = 4 also leaves us

with 21 to 23 observations to use in the estimation.

28That is, the estimated ϑ = (Q1, µ1, g, σ) are interpreted as parameters of the stationary distribution of
the time series data for voter turnout.
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We are mostly interested in the size of the gap ĝ and the standard deviation of the

Bernoulli component σ̂B. Both are large in economic terms: the estimated ĝ's indicate a

6.6% increment to turnout due to tipping in the US and 12.7% in the UK. The e�ect size

of tipping in UK is thus about the double of the size of tipping in US. Also, bearing in

mind that at Q1 = 1/2 the standard error is half the gap, we �nd similarly large standard

deviations σ̂B of the Bernoulli component: 3.2% in the US and 4.9% in the UK. More

strikingly, in both US and UK the estimated σ̂B's are larger than the estimated standard

deviations σ̂'s of the normal component. This suggests that, if the Bernoulli component is

entirely driven by tipping, then in both countries tipping can account for more than 50%

of total variation of voter turnout. These point estimates suggest that the potential e�ect

sizes of tipping are substantial in both US and UK, but are stronger in UK.

In Figure 6.1 we plot the estimated probability densities for voter turnout in both US

and UK, using the estimated parameters from Table 1. It shows that in UK the probability

of reaching the higher peak is larger than that in the US. One possible explanation for this

in light of our model is that the tipping threshold V is lower in UK than in US. Recall that

V = (1− β) / (2κ), a lower V may therefore be driven by higher β (i.e., stronger expressive

payo� or civic duty of voting) and higher κ (i.e., stronger expressive externality).

Figure 6.1: Estimated densities of turnout distribution for US and UK
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Sampling error. It is important to understand whether these economically signi�cant

point estimates are simply due to sampling error in what is a relatively small sample. In

particular, how likely is it that such large estimates could be generated from an underlying

model with no tipping, that is g = 0 or Q ∈ {0, 1}? We cannot simply apply asymptotic

theory here because the hypothesis of no tipping is on the boundary of the parameter space

and the distribution of the coe�cient estimate ĝ is a positive random variable, hence biased

way from 0 even when the true value is 0, and does not converge in a large sample to

an approximate normal. To understand better the role of sampling error we use a Monte
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Carlo experiment; the detailed procedure is explained in Appendix D. Our procedure here

is conceptually the same as a randomization or permutation test (Young, 2019) in the sense

that we ask how likely it is under the null hypothesis (i.e., g = 0 or Q1 ∈ {0, 1}) that we
would see coe�cient estimates as high as those we estimated (i.e., ĝ and σ̂B from Table 1).

Our results (cf. Table 3 in Appendix D) show that for UK data the likelihood of

observing estimates equal to or larger than ĝ and σ̂B in Table 1 from a model without

tipping are both less than 10%. The case for the US data is in sharp contrast: there, the

likelihood of obtaining an estimated gap ĝ as we found in data or higher is nearly 50%, and

for σ̂B this likelihood is more than 22%. These results suggest that the tipping we found

in the US is quite likely to be a statistical �uke, while this is relative unlikely for UK. This

again con�rms our result that tipping is more relevant in UK than in US.

7. Conclusion

We have developed a model of group participation that combines peer pressure with

expressive externality and shown how this can lead to �tipping.� This occurs when the

expressive externality is strong enough that in the group the marginal cost of mobilizing

participation becomes negative so that it is optimal for everyone to participate. We argued

that this potentially explains why sporting teams ration tickets: they do not wish to take

the chance of triggering �tipping in reverse� by setting the price so high that it does not pay

for the fans to self-organize. Notice that in the real world sports teams are quite aware of

fan self-organization and work hard to encourage it. Our second application was to voting

where we showed how voter turnout can change discontinuously even though the underlying

stakes are drawn from a continuous distribution. We estimated the e�ects of tipping in US

and UK through the lens of our model. Our results suggests that tipping is more relevant

in UK than in US.
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Appendix A: All Proofs for Section 4

In this appendix we derive the group's optimal choice of social norm φk. We shall assume

throughout that pk(ϕk) is a linear function of ϕk on [0, 1] with slope ψ ≥ 0. Observe that

ϕk = φk must hold to be in compliance with any social norm φk ≥ φ. Using (2.1) we get

group utility per capita:

Uk(φk) ≡ pk(φk)vk + λφk − C (φk) (7.1)

for all φk ∈ [φ, 1]. In what follows we prove Lemma 2 and Propositions 1 and 2 in order.

A.1. Proof of Lemma 2

We prove Lemma 2 by establishing a more general result: suppose π = 1/2 and let

ξ ≡ 1− β

2
− λ− ψvk. (7.2)

Then the per capita group utility Uk(φk) is linear in φk on (φ, 1] and U ′
k(φk) = −ξ for all

φk > φ. Moreover, Uk(·) is given by

Uk(φk) = pk(φk)vk +

[
λ− 1− β

2

]
φk +

β

2
· 1 {φk > 0} for φk ∈

[
φ, 1

]
. (7.3)
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Lemma 2 is then a special case of this result when vk = 0. By (3.4) and (7.1), for all φk > φ

we have

Uk(φk) = pk(φk)vk + λφk − C(φk)

= pk(φk)vk + λφk −
(
1− β

2
φk −

β

2

)
= pk(φk)vk +

[
λ− 1− β

2

]
φk +

β

2

For φk = φ, we shall establish that

Uk(φ) =

pk (0) vk if β < 0

pk
(
φ
)
vk +

[
λ− 1−β

2

]
φ+ β

2 if β ≥ 0
(7.4)

These two expressions together imply (7.3). By (7.1), Uk(φ) = pk
(
φ
)
vk + λφ − C(φ). If

β < 0, then φ = 0 and C(φ) = 0 so that Uk(φ) = pk (0) vk. If β ∈ [0, 1], then φ = β ≥ 0

and C(φ) = β (β − 2β) /2 = −β2/2 = −φβ/2. Therefore, by (7.1),

Uk(φ) = pk
(
φ
)
vk + λφ− β

2
φ

= pk
(
φ
)
vk +

[
λ− 1− β

2

]
φ+

φ

2
,

which coincides with (7.4). Finally, if β > 1 then φ = 1 and C(φ) = 1/2 − β so that

U(φ) = pk (1) vk + λ − 1/2 + β. It again coincides with (7.4) for φ = 1. These together

establish (7.4), which implies U ′
k(φk) = −ξ for all φk > φ straightforwardly.

A.2. Proof of Proposition 1

We maintain the simpli�cation assumptions π = 1/2 and vk = 0. Recall that

λ∗ ≡


1−β
2 if β ≥ 0

1
2 − β if β < 0

and φ∗
k = argmaxφk∈[φ,1] {Uk(φk)}. We now prove Proposition 1, that tipping takes place

at λ∗.

First observe that if β > 1 then φ = 1 (cf. (2.2)) so that φ∗
k = 1 holds trivially. Assume

then β ≤ 1. It follows from Lemma 2 that Uk(φk) is linear in φk for φk > φ so that φ∗
k

must be either φ or 1 whenever ξ ̸= 0. Therefore, φ∗
k = 1 if Uk(1) > Uk(φ) and φ∗

k = φ if
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Uk(1) < Uk(φ). By (4.2) and (4.1), we have

Uk(1)− Uk(φ) =

−ξ
(
1− φ

)
if β ≥ 0

−ξ + β/2 if β < 0

Therefore when β ≥ 0 we have φ∗
k = φ if ξ > 0 and φ∗

k = 1 if ξ < 0. By (4.1)

ξ = (1− β) /2 − λ is strictly decreasing in λ and it is zero if and only if λ = (1− β) /2.

This proves the result for the case β ≥ 0.

Now consider β < 0 (where Uk has a downward jump at zero). In this case we have

Uk(1) − Uk(0) = −ξ + β/2 = λ + β − 1/2, which is increasing in λ and it equals 0 for

λ = 1/2 − β. This proves (4.4) for the case β < 0. That λ∗ is decreasing in b follows

immediately from its de�nition.

A.3. Proof of Proposition 2

For this proposition we allow for π ̸= 1/2 and vk > 0, and we assume that p′k(·) = ψ ≥ 0.

Let φ∗
k = argmaxφk∈[φ,1] {Uk(φk)} and observe that φ∗

k = 1 must hold when β ≥ 1 because

φ = 1 (cf. (2.2)), so we focus on β < 1 (whence φ < 1) from now on. Using the formulas of

C(φk) and Uk(φk) (cf. (3.3) and (7.1)), for φk > φ we have

C ′(φk) = π (1− φk) + (1− π) (φk − β) (7.5)

U ′
k(φk) = ψvk + λ− C ′(φk) (7.6)

= ψvk + λ− π (1− φk)− (1− π) (φk − β)

Suppose φ∗
k is interior so that φ∗

k ∈ (φ, 1); then U ′
k(φ

∗
k) = 0 and U ′′

k (φ
∗
k) ≤ 0 must hold.

For π > 1/2, however, U ′′
k (φk) = 2π − 1 > 0 and thus φ∗

k ∈ (φ, 1) cannot hold. Therefore,

φ∗
k must be a corner solution and it equals 1 or φ if Uk(1) is respectively larger or smaller

than Uk(φ). From equations (3.3) and (7.1) simple algebra shows that Uk(1)−Uk(φ) > 0 if

and only if λ > λ∗∗ = λ∗ −ψvk. So for π > 1/2 and ψ ≥ 0 the tipping result is the same as

in the case of π = 1/2 except that the tipping point λ∗ is shifted down by ψvk. This proves

part (1) of Proposition 2.

To establish part (2), now consider π < 1/2. We start by assuming β ≥ 0 to prove the

statement in the text. In this case Uk is continuous on
[
φ, 1

]
and strictly concave so the

optimum φ∗
k is equal to φ = β if U ′

k(φ) ≤ 0, interior if U ′
k(φ) > 0 > U ′

k(1), and equal to 1 if

U ′
k(1) ≥ 0. It is easy to to verify that

U ′
k(φ) ≤ 0 ⇐⇒ λ ≤ 2πλ∗ − ψvk

U ′
k(1) ≥ 0 ⇐⇒ λ ≥ 2 (1− π)λ∗ − ψvk.
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Recall that λ∗∗ = λ∗ − ψvk. Then for all π < 1/2 we have 2πλ∗ − ψvk/h < λ∗∗ <

2(1 − π)λ∗ + ψvk and both boundaries converge to λ∗∗ as π ↗ 1/2. The stationary point

U ′
k(φ

o
k) = 0 being

φok(λ) =
λ+ ψvk + (1− π)β − π

1− 2π
=
λ− λ∗∗

1− 2π
+

1 + φ

2
, (7.7)

the optimal solution is as follows:

φ∗
k =


φ if λ ≤ 2πλ∗ − ψvk

λ−λ∗∗
1−2π +

1+φ

2 if λ ∈ (2πλ∗ − ψvk, 2 (1− π)λ∗ − ψvk)

1 if λ ≥ 2 (1− π)λ∗ − ψvk

(7.8)

Plugging π = 1/2 − ϵ for ϵ ∈ (0, 1/2) in to (7.8) yields (4.5). This ends the proof of the

statements in Proposition 2 in Section 4.

We turn now to the case β < 0 and π < 1/2 for completeness. In this case we have

φ = 0, Uk(0) = pk(0)vk and Uk(φk) has a downward jump at zero. Before formally stating

the results, it is helpful to visualize the situation �rst:

Figure 7.1: Uk(φk;λ)

Uk(φk;λ) ↑ as λ ↑

φk1

case π > 1/2
1−β ≡ π̃

Uk(φk; λ̃)
Uk(0)

0

Uk(φk;λ) ↑ as λ ↑
φk1

case π < 1/2
1−β ≡ π̃

Uk(φk; λ̂)

Uk(φk; λ̃)

φo
k(λ̂)0

Uk(0)

In what follows, we write Uk(φk) as Uk(φk;λ) for all φk > 0 to make explicit its depen-

dence on λ. Figure 7.1 depicts the family of functions Uk(φk;λ) depending on whether π

lies above or below a threshold

π̃ ≡ 1

2

1

1− β
.

Two observations are critical to the analysis. First, Uk(φk;λ) strictly increases in λ for all

φk > 0 because ∂Uk(φk;λ)/∂λ = φk > 0. Second, as is clear from (7.7), the stationary

point φok(λ) is continuously increasing in λ and there exists a unique threshold

λ̃ ≡ (1− π) (1− β)− ψvk
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such that φok(λ̃) = 1 (or equivalently U ′
k(1; λ̃) = 0). As the left panel of Figure 7.1 shows,

for π > π̃ it holds that Uk(1; λ̃) < Uk(0) so that φ∗
k = 0 for λ close to λ̂; as λ grows

further Uk(1;λ) crosses Uk(0) at some threshold and φ∗
k jumps to 1. We will show that this

threshold coincides with λ∗∗ = 1
2 − β − ψvk so that the tipping result in Proposition 2 still

applies. The right panel of Figure 7.1 suggests that for π < π̃ we have Uk(1; λ̃) > Uk(0) so
that for λ slightly below λ̃ the optimal solution φ∗

k is given by φok(λ) ∈ (0, 1) and the value

equals Uk(φok(λ);λ); as λ decreases further Uk(φok(λ);λ) strictly decreases and there exists

a threshold λ̂ (derived below) such that Uk(φok(λ̂); λ̂) = 0. Hence, φ∗
k drops discontinuously

from φok(λ̂) to 0 as λ crosses λ̂ from above; whence the tipping result holds.

In the remainder of this appendix we formally derive φ∗
k for the two cases: π ≥ π̃ and

π < π̃. To begin with, it is useful to observe that λ̃ < λ∗∗ if and only if π > π̃ and that

Uk(1;λ) < Uk(0) if and only if λ < λ∗∗.

Case 1 : π > π̃ so that λ̃ < λ∗∗. For λ > λ∗∗, it follows from previous arguments that

Uk(φk;λ) is strictly increasing in φk on (0, 1] and Uk(1;λ) > Uk(0). Therefore, φ∗
k = 1.

For λ < λ∗∗, we argue that Uk(0) > Uk(φk;λ) for all φk ∈ (0, 1] and therefore φ∗
k = 0. To

see this, notice that Uk(φk;λ) is strictly increasing in λ for all φk > 0 and it is strictly

increasing in φk for λ = λ∗∗ > λ̃. Hence, for all φk ∈ (0, 1] and λ < λ∗∗ we have

Uk(φk;λ) < Uk(φk;λ∗∗) ≤ Uk(1;λ∗∗) = Uk(0) .

Taken together, when π > π̃ it holds that φ∗
k = 1 for λ > λ∗∗ and φ∗

k = 0 for λ < λ∗∗, which

coincides with part (1) of Proposition 2.

Case 2 : π < π̃ so that λ̃ > λ∗∗. For this case, we shall establish that

φ∗
k =


0 if λ < λ̂

ψvk+λ+(1−π)β−π
1−2π if λ ∈

[
λ̂, λ̃

]
1 if λ > λ̃

(7.9)

where

λ̂ ≡ π − (1− π)β − ψvk + 2
√

−π (1/2− π)β .

It can be veri�ed λ̂ < λ∗∗ < λ̃ when π < π̃. Moreover, for λ = λ̂, we have

φ∗
k =

ψvk + λ̂+ (1− π)β − π

1− 2π
=

√
πβ

π − 1/2
∈ (0, 1)

for π ∈ (0, π̃). Therefore, in the same spirit of Proposition 1 for the case of π = 1/2, φ∗
k

increases discontinuously as λ crosses a threshold λ̂. To show (7.9), �rst consider λ ≥ λ̃. In

this case, Uk(φk;λ) is strictly increasing on (0, 1] and Uk(1;λ) > Uk(0) because λ ≥ λ̃ > λ∗∗.
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Hence φ∗
k = 1. Below we assume λ < λ̃ such that φ∗

k can only be φok(λ) (if positive) or

0. Notice that φok(λ) ∈ (0, 1) if and only if U ′
k(1;λ) < 0 < limφk↓0 U ′

k(φk;λ). U ′
k(1;λ) < 0

is equivalent to λ < λ̃. 0 < limφk↓0 U ′
k(φk;λ) holds if ψvk + λ − π + (1− π)β > 0, or

equivalently,

λ > π − (1− π)β − ψvk ≡ λ .

Hence, φok(λ) ∈ (0, 1) if and only if λ < λ < λ̃, and it holds that φok(λ) = 1 for λ = λ̃ and

φok(λ) ↓ 0 for λ ↓ λ. Assume λ < λ < λ̃. For φok(λ) to be globally optimal, it must hold

that Uk(φok(λ);λ) ≥ Uk(0). Because Uk(φok(λ);λ) is continuous and strictly increasing in λ

and it satis�es Uk(φok(λ̃); λ̃) = Uk(1; λ̃) > Uk(0) and limλ↓λ Uk(φok(λ);λ) = (h− c) /2 < 0,

there exists a unique threshold λ ∈
(
λ, λ̃

)
such that Uk(φok(λ);λ) = 0. It can be veri�ed

that this threshold is precisely λ̂ de�ned above and it indeed satis�es λ < λ̂ < λ̃. Therefore,

Uk(φok(λ);λ) < 0 and thus φ∗
k = 0 for λ ∈

(
λ, λ̂

)
, while Uk(φok(λ);λ) > 0 and φ∗

k = φok(λ)

for λ <
(
λ̂, λ̃

)
. Finally, for λ ≤ λ, it holds that Uk(φk;λ) is strictly decreasing in φk and

hence φ∗
k = 0. Combining these together, we obtain (7.9), which suggests that φ∗

k increases

linearly from φ = 0 to 1 as λ crosses the interval
(
λ, λ̃

)
. Let π = 1/2− ϵ, then as ϵ→ 0 we

have λ̃−λ→ 0 so that the width of this interval vanishes to zero. This result is reminiscent

of part (2) of Proposition (2).

Appendix B: Proof of Proposition 3

Recall from (5.2) that when tipping is impossible the standard monopoly optimal pricing

is to charge rM (Q) = β0 −Q for Q < β0/2 and rM (Q) = β0/2 for Q ≥ β0/2. The resulting

pro�t is

ΠM (Q) =

(β0 −Q)Q if Q < β0/2

β20/4 if Q ≥ β0/2
. (7.10)

Now suppose that tipping is possible. Let

λ̂Q ≡


1−Q
2 − ψvk if Q < β0/2

1
2

[(
1− β0

2

)2
+
(

1
Q − 1

)(
β0
2

)2
]
− ψvk if Q ≥ β0/2

(7.11)

It is routine to verify that λ̂Q is strictly decreasing in Q with

λ̂0 =
1

2
− ψvk = λ and λ̂1 =

1

2

(
1− β0

2

)2

− ψvk = λ . (7.12)

We show that
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Lemma 3. Suppose π = 1/2 and p′k(·) = ψ ≥ 0. For any �xed Q ∈ [0, 1], the following

properties hold:

1. If λ < λ̂Q then charging price rM (Q) without triggering tipping is optimal.

2. If λ ≥ λ̂Q then it is optimal for the sports team to trigger tipping and sell at full

capacity Q by charging price

r∗Q =

β0 + 2 (λ+ ψvk)− 1 if λ̂Q ≤ λ < λ

β0 + (2 (λ+ ψvk)− 1) Q
1+Q if λ ≥ λ

. (7.13)

Essentially, Lemma 3 says that for any �xed Q there is a critical cuto� λ̂Q for expressive

externality λ such that the optimal ticket price triggers tipping if and only if λ ≥ λ̂Q.

Moreover, the tipping price r∗Q is non-decreasing in capacity Q: it is invariant in Q for

λ ∈
[
λ̂Q, λ

]
and is strictly increasing in Q for λ > λ.

Proof of Lemma 3. The key observation is that to trigger tipping so that all fans participate

the following two conditions must be satis�ed:

(i) Incentive compatibility : the marginal cost must be non-positive, that is ξ ≤ 0.

(ii) Group rationality : the group payo� from participation at maximum capacity Q must

be higher than without self-organization, that is Uk(Q)− Uk(φ) ≥ 0.

By (7.2) and β = β0 − r we have

ξ =
1

2
− β0 − r

2
− λ− ψvk . (7.14)

Therefore ξ ≤ 0 if and only if

r ≤ rI ≡ β0 + 2 (λ+ ψvk)− 1

There would be no point in using prices higher than this: only the committed fans would

buy the ticket, and r > rI is equivalent to β0 − r < 1− 2 (λ+ ψvk) so if 2λ ≥ 1− 2ψvk this

means selling no tickets at all (not optimal), while if 2λ < 1 − 2ψvk then pro�t would be

r(β0 − r) which is the same as the monopoly problem.

At price rI we have b = β0 − rI = 1 − 2 (λ+ ψvk) ≥ 0 if and only if λ + ψvk ≤ 1/2.

Therefore, by (5.1), the fraction of committed voters under price rI is given by

φ =

1− 2 (λ+ ψvk) if λ+ ψvk ≤ 1/2

0 if λ+ ψvk > 1/2

Note that if 1− 2 (λ+ ψvk) ≥ Q (or equivalently 2λ ≤ 1−Q− 2ψvk), then φ ≥ Q and
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rI ≤ β − Q so that the pro�t must be bounded above by rIQ ≤ (β0 −Q)Q ≤ ΠM (Q).

Therefore, for 2λ ≤ 1 − Q − 2ψvk the monopoly solution is optimal. In what follows we

then assume 2λ > 1 − Q − 2ψvk so that φ < Q. From here on we distinguish two cases:

λ ≤ 1/2− ψvk and λ > 1/2− ψvk, or equivalently λ ≤ λ and λ > λ.

Case 1 : λ ≤ λ In this case Uk(φk) is linear in φk on (φ, 1] and is continuous at φ. By

Proposition 1 participation at maximal capacity Q occurs only if ξ ≤ 0, or equivalently

r ≤ rI . rI is thus the highest price the seller can charge that induce participation rate Q

under self-organization, in which case the pro�t is rIQ. It remains to compare this pro�t

with the monopoly pro�t ΠM (Q). If Q ≤ β0/2, we have ΠM (Q) = (β0 −Q)Q < rIQ

because rI = β0 + 2 (λ+ ψvk) − 1 > β0 − Q for all λ > (1−Q) /2 − ψvk. The optimal

solution is then to sell at capacity Q with price rI for all λ > (1−Q) /2−ψvk. If Q > β0/2,

then ΠM (Q) = β20/4. Simple algebra shows that rIQ ≥ β20/4 if and only if

λ >
1

2
·

[(
β0
2

− 1

)2

+

(
1

Q
− 1

)(
β0
2

)2
]
− ψvk = λ̂Q

Moreover, for all β0 ∈ [0, 2Q] it can be veri�ed that

1−Q <

(
β0
2

− 1

)2

+

(
1

Q
− 1

)(
β0
2

)2

≤ 1

Hence, when β0/2 ≤ Q, it is optimal to sell at full capacity Q if λ ∈
[
λ̂Q, λ

]
. Below we will

show that the same is also true for all λ > λ. The conclusion will be that when β0/2 ≤ Q

it is optimal to sell at full capacity for all λ ≥ λ̂Q.

Case 2 : λ > λ. In this case we have β = β0 − rI < 0. Hence, φ = 0 and there is a

discontinuous drop of Uk(φk) at 0. For selling at maximum capacity Q to be optimal, the

price r must satisfy the group rationality constraint that Uk(0) ≤ Uk(Q). Simple algebra

shows that this condition is equivalent to

r ≤ β0 + [2 (ψvk + λ)− 1]
Q

1 +Q
≡ rII

Notice that rII is increasing in Q so that the capacity limit Q does restrict the price the

�rm can charge. Again, for rII to be optimal, it must hold that rIIQ > ΠM (Q). If

β0/2 > Q, then rIIQ > ΠM (Q) if and only if rII > β0 − Q, which always holds because

2 (λ+ ψvk)− 1 > 0 for all λ > λ by de�nition of λ. If β0/2 ≤ Q, then ΠM (Q) = β20/4 and
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rIIQ > ΠM (Q) holds if and only if

λ >
1

2

{
(1 +Q)

[(
β0
2Q

− 1

)2

− 1

]
+ 1− 2ψvk

}

Notice that the right-hand side of the above inequality is strictly smaller than λ for β0/2 <

Q, because
(
1− β0

2Q

)2
− 1 < 0. Therefore, selling at the maximum capacity at price rII ,

which is strictly increasing in Q, is optimal for all λ > λ.

Combining these together: it is optimal to exploit the self-organization of fans and sell

at capacity Q if and only if λ ≥ λ̂Q and the optimal tipping price r∗Q equals rI for λ < λ

and rII for λ ≥ λ.

With the help of Lemma 3 we are now ready to prove Proposition 3.

Proof of Proposition 3. First of all, recall from (7.11) and (7.12) that the λ̂Q is a continuous

and strictly decreasing function of Q and satisfy λ̂0 = λ and λ̂1 = λ. Then, by Lemma 3, if

λ ≤ λ the sports team's optimal strategy is to charge the standard monopoly price rM (Q)

without triggering tipping for all Q ∈ [0, 1]; this proves part (1). If instead λ ≥ λ then

it is always optimal to induce tipping independent of Q and by (7.13) the optimal price

r∗(Q;λ) = β0 + [2 (ψvk + λ)− 1] Q
1+Q is strictly increasing in Q; this proves part (2).

Now we consider intermediate λ ∈
(
λ, λ

)
and establish part (2). By Lemma 3, for all

λ < λ the tipping price is β0+2 (λ+ ψvk)−1 so that the pro�t when tipping is triggered is

ΠT (Q;λ) = (β0 + 2 (λ+ ψvk)− 1)Q. Recall that the optimal pro�t ΠM (Q) when tipping

is impossible is given by (7.10). Simple algebra shows that
[
ΠT (Q;λ)−ΠM (Q)

]
/Q is

continuous and strictly increasing in Q and λ, and it is strictly negative for Q ↓ 0 and

positive for Q ↑ 1 when λ ∈
(
λ, λ

)
. There thus exists a unique Q∗

λ ∈ (0, 1) such that

ΠT (Q∗
λ;λ) = ΠM (Q∗

λ) and this Q∗
λ is continuous and strictly decreasing in λ. Solving this

pro�t indi�erence condition yields

Q∗
λ =


(
β0
2

)2
/

(β0 + 2 (λ+ ψvk)− 1) if λ ∈
(
λ, λ̃

)
1− 2 (λ+ ψvk) if λ ∈

[
λ̃, λ

)
where λ̃ = 1

2

(
1− β0

2

)
−ψvk. It is easy to verify that (i) Q ≥ Q∗

λ if and only if λ ≥ λ̂Q, and

(ii) Q∗
λ is continuous and strictly dcreasing in λ on

(
λ, λ

)
and Q∗

λ̃
= β0/2. Therefore, by

(i) and Lemma 3, triggering tipping is optimal if and only if Q ≥ Q̂λ. The optimal price is

then

r∗ (Q;λ) =

rM (Q) if Q < Q∗
λ

β0 + 2 (λ+ ψvk)− 1 if Q ≥ Q∗
λ

.
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Finally, recall that rM (Q) = max {β0 −Q, β0/2}. Combine this together with the expression
above and the de�nitions of λ̃ and Q∗

λ, we obtain that r∗ (Q;λ) is weakly decreasing in Q

and there is a discontinuous downward jump at Q∗
λ if and only if λ < λ̃. This completes

the proof of part (2).

Appendix C: Proof of Proposition 4

The following lemma characterizes the per capita utility Uk(bk, b−k, V ) for party k = L, S

as a function of both parties' bids and the total prize V .

Lemma 4. Suppose π = 1/2, β ∈ (0, 1) and λ = κV with κ > 0. Then

Uk(bk, b−k, V ) = Πk(bk, b−k)
V

ηk
− ξ(V )

bk
ηk

+
β

2

where

ξ(V ) ≡ 1− β

2
− κV

is the marginal cost of increasing turnout rate φk = bk/ηk for party k and it is decreasing

in total prize V .

Proof. When β ∈ (0, 1) it follows from (2.2) that φ = β ∈ (0, 1). Consider any imple-

mentable turnout rate φk ∈ [β, 1] for party k. By (2.1) and (3.4), the per capita utility of

party k is given by

Uk(φk) = pk(φk)vk + λφk − C (φk)

= pk(φk)vk −
(
1− β

2
− λ

)
φk +

β

2

Recall that vk = V/ηk, φk = bk/ηk, λ = κV and pk(φk) = Πk(ηkφk, η−kφ−k) for k = L, S.

Plugging these into Uk(φk) yields the statements in this lemma.

Lemma 4 suggests that under our simpli�cation assumptions the marginal cost ξ(V ) of

mobilizing turnout is decreasing in V and it becomes negative for V larger than V .

We �rst establish that for V > V there exists a unique equilibrium in dominant strategy

in which both parties bid their maxima (i.e., bk = ηk for k = L, S) so that b = bL + bS =

ηL + ηS . By Lemma 4, we have

Uk(bk, b−k, V ) = Πk(bk, b−k)
V

ηk
− κ

(
V − V

) bk
ηk

+
β

2
(7.15)

The second step follows from the fact that φ = b and ξ(V ) = κ
(
V − V

)
. Observe for V > V

that Uk(bk, b−k, V ) is strictly increasing in bk because Πk(bk, b−k) is non-decreasing in bk

31



and κ
(
V − V

)
is strictly negative. Hence, it is a strictly dominant strategy for each party

to bid is maximum and this yields the unique equilibrium.29 This proves the statement in

Proposition 4 for V > V .

In what follows we assume ηS > βηL and V < V so that the marginal cost κ
(
V − V

)
is strictly positive. We will exploit results from Levine and Mattozzi (2020) to establish

that for V smaller than but close to V there exists a unique equilibrium in mixed strategy.

Moreover, in this equilibrium party L bids almost surely ηS while party S bids almost

surely βηS so that the total bid is almost surely (1 + β) ηS . This then completes the proof

for Proposition 4.

We introduce a few de�nitions and notations. For each party k ∈ {L, S}, we de�ne its
desire to bid Bk(V ) as the highest for which party k prefers to get the prize V for sure to

bidding ηkφ = ηkβ and get no prize. By (7.15), Bk(V ) is given by the solution bk to

V

ηk
− ξ(V )

bk
ηk

+
β

2
= −ξ(V )β +

β

2
.

This yields

Bk(V ) =
V

ξ(V )
+ βηk .

We further de�ne party k's willingness-to-bid as Wk(V ) = min {Bk(V ), ηk}; this equals the
the maximum bid party k is willing or a�ord to pay. Since φ = β > 0 and ηL > ηS , we have

WS(V ) < WL(V ); that is, party S is the disadvantaged group who has the lower willingness-

to-bid. Finally, we let V denote the lowest level of prize V such that the disadvantage party

S is just indi�erent between winning prize V for sure with bid ηLβ (i.e., the smallest bid of

the advantaged party L) and bidding ηSβ and get no prize. Therefore, V is the solution V

to
V

ηS
− ξ(V )

ηL
ηS
β +

β

2
= −ξ(V )β +

β

2
.

Using the fact that ξ(V ) = κ
(
V − V

)
, we obtain

V = V
κβ (ηL − ηS)

1 + κβ (ηL − ηS)
< V .

We denote each party k's (mixed) bidding strategy by Fk, a cdf on [βηk, ηk]. The following

lemma follows from Levine and Mattozzi (2020).

Lemma 5. (Levine and Mattozzi, 2020) Suppose V < V < V , β ∈ (0, 1) and ηS > βηL.

29If V = V , then ξ(V ) = 0 and Uk(bk, b−k, V ) is weakly increasing in bk. Hence, bidding the maximum is
still the unique equilibrium in pure and weakly dominant strategies.
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Then there is a unique equilibrium in which both parties play the mixed strategies given by

FL(x) =


1 if x ≥WS(V )

ξ(V )
V (x− βηS) if x ∈

[
βηL,WS(V )

)
0 if x < βηL

(7.16)

FS(x) =



1 if x ≥WS(V )

1− ξ(V )
V (WS(V )− x) if x ∈ [βηL,WS(V ))

1− ξ(V )
V (WS(V )− βηL) if x ∈ [βηS , βηL)

0 if x < βηS

(7.17)

The aggregate bid b is the sum of two independent random variables with bk ∼ Fk for

k ∈ {L, S}.

Proof. This lemma is a direct application of Theorem 1 in the Online Appendix of Levine

and Mattozzi (2020) to our model.

Since limV↗V ξ(V ) = limV↗V κ
(
V − V

)
= 0, so limV↗V V/ξ(V ) = ∞. Therefore for

V su�ciently close to V we have WS(V ) = min {V/ξ(V ) + ηSβ, ηS} = ηS . Using (7.17),

(7.17) and letting F−
k (x) = limy↗x Fk(y), we obtain

FS(βηS) = 1− ξ(V )

V
(ηS − βηL) → 1 and F−

S (βηS) = 0 ,

FL(ηS) = 1 and F−
L (ηS) =

ξ(V )

V
(1− β) ηS → 0 .

These together imply that the probabilities of bS = βηS and bL = ηS tend to 1. Con-

sequently, the probability bS + bL = (1 + β) ηS tends to 1 as V → V from below. This

establishes the statement for V being smaller but su�ciently close to V for Proposition 4.

Appendix D: Omitted materials for the empirical analyses

D.1. Positive Serial Correlation and Stationarity

We �rst provide evidence that the time series of voter turnout exhibit strong positive

serial correlation and are stationary. We model this by assuming that βc follows an AR(1)

process. If we assume that there is no tipping, that is g = 0 or Q1 ∈ {0, 1} this means that

turnout is also an AR(1) process which we may write as

τt = ρ0 + ρ1τt−1 + εt
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with εt ∼ N
(
0, σ2ε

)
i.i.d and independent of τt. We can then estimate ρ̂0, ρ̂1 and σ̂2ε using

standard OLS. The stationary distribution for τt is then a normal distribution with mean

µ̂stationary =
ρ̂0

1−ρ̂1 and variance σ̂2stationary =
σ̂2
ε

1−ρ̂21
. Estimation results are reported in Table

2. For both US and UK data, the estimated ρ̂1's are positive and statistically signi�cant.30

Table 2: OLS estimation results for the AR(1) models

ρ̂0 ρ̂1 σ̂ε µ̂stationary σ̂stationary
US data 0.314 0.439 0.037 0.560 0.041

(0.091) (0.165)

UK data 0.349 0.526 0.046 0.737 0.054
(0.131) (0.172)

Note: Newey-West standard errors robust to heteroskedasticity and �rst-order autocorrelation are

reported in parentheses below the estimates ρ̂0 and ρ̂1.

Moreover, augmented Dickey-Fuller tests reject unit root hypotheses (i.e., ρ1 = 1) for both

US and UK turnout data.31 These results indicate that the time series of voter turnout

exhibit strong positive serial correlation and are stationary.

D.2. The Monte-Carlo method for sampling error

We simulate M = 10000 samples drawn from the serially correlated model without

tipping from the AR(1) model estimated above. Each simulated sample m consists of a

sequence {τmt }Tt=1 of observations. For each samplem the initial observation τm1 is simulated

from the stationary distribution N
(
µ̂stationary, σ̂

2
stationary

)
. For all t > 1, observations τmt

are simulated using

τmt = ρ̂0 + ρ̂1τ
m
t−1 + εmt ,

where coe�cients ρ̂0 and ρ̂1 are taken from Table 2, and each εmt is drawn independently from

N
(
0, σ̂2ε

)
. For each simulated sample sequence {τmt }Tt=1 we estimate the parameter vector

ϑ̂m, wherem = 1, · · · , 10000. This yields a collection of estimates
{
ϑ̂m

}10000

m=1
. The empirical

cumulative distributions of {ĝm}10000m=1 and {σ̂B,m}10000m=1 from Monte Carlo simulations for

both UK and US data are presented in Figure 7.2.

Table 3 reports the probability that ĝm or σ̂B,m obtained from the empirical distributions

of these estimates would generate values as large as those observed in the actual data.

We should note that the procedure used here is conceptually the same as a randomization

or permutation test (Young, 2019) in the sense that we ask how likely it is under the null

hypothesis that we would see coe�cient estimates as high as those we estimated: we do

30p values of two-sided tests for ρ1 = 0 are 0.014 for US and 0.007 for UK.
31MacKinnon approximate p values are 0.0383 for US presidential elections and 0.0192 for UK general

elections. Both tests reject the null unit root hypotheses at 5% signi�cance level.
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Figure 7.2: Empirical distribution of estimates ĝm and σ̂B,m from Monte Carlo experiments

(a) Empirical CDF of estimated ĝm for US
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(b) Empirical CDF of estimated ĝm for UK
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(c) Empirical CDF of estimated σ̂B,m for US
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(d) Empirical CDF of estimated σ̂B,m for UK

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Note: In all these �gures, the red dashed lines denote the estimates obtained from the real data, and the

black dashed lines denote probability of observing estimates that are equal or lower than the estimates

obtained from real data.
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Table 3: Probabilities of data or higher from Monte Carlo experiments

% [ĝm ≥ ĝ] % [σ̂B,m ≥ σ̂B]

UK data 0.068 0.088

US data 0.468 0.225

not ask the t-test question of how likely it is under the null hypothesis that we would see

the ratio of coe�cient estimates to standard errors that we see in the data. The reason

for this is simple, the latter question is without economic interest: we are not concerned

with whether the null hypothesis is exactly true, we know a priori it is not. In particular

if we observe a low value of the gap, say 2% we would conclude that tipping was not an

important phenomenon and would reject it as a useful model no matter the precision with

which the coe�cient of 2% was estimated. By contrast a t-test would not reject the null

hypothesis if the standard error was su�ciently small. In other words we do not use a t-test

approach because it is without useful economic meaning.
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