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We Investigate the ability of a representative agent model with time-separable utility to explain the 
first and second moments of the risk-free rate and the return to equity. We generalize the standard 
calibration methodology by accounting for the uncertamty in both the sample moments to be 
explained and the estimated parameters to which the model is cahbrated. We find that the first 
moments of the data can be matched for a wide range of preference parameter values but the model 
is unable to generate both first and second moments of returns that are statistically close to those m 
the sample. 

1. Introduction 

A primary goal of financial economists is to understand the dynamics of asset 
price movements. Recent research has focused on measuring and explaining 
both the degree of serial correlation and the size and variation of asset returns. 
In an earlier paper, Cecchetti, Lam, and Mark (1990), we studied the first of 
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these issues.’ Here, we examine the second. We show that a representative agent 
model based on Lucas (1978) calibrated to historical consumption and dividend 
growth jointly can explain the first but not the second moments of the equity 
premium and the risk-free rate found in the data. 

The empirical issues that concern the work here were first discussed by Mehra 
and Prescott (1985). They show that for plausible values of the discount factor 
and the coefficient of relative risk aversion, a simple representative agent model 
that is calibrated to certain features of historical consumption data implies 
values of the equity premium that are ‘too low’ together with values of the 
risk-free that are ‘too high’. The difficulty that Mehra and Prescott found in 
using a frictionless, pure exchange Arrow-Debreu economy to match the first 
moments of the equity premium and the risk-free rate is what has come to be 
known as the ‘equity premium puzzle’. 

This paper has two features that distinguish it from previous studies of equity 
returns.’ First, we explicitly separate consumption from dividends. It is common 
in the literature to set consumption and dividends equal, and then calibrate the 
model to estimates of a univariate consumption process. But this practice 
ignores the fact that equities are actually levered claims to firms’ production. 
Recently, both Kandel and Stambaugh (1990a, 1990b, 1991) and Benninga and 
Protopapadakis (1990) report success in matching the first and second moments 
of returns data using models with leverage. Those papers treat the leverage ratio 
_ the ratio of debt to the market value of the firm - as a free parameter.3 These 
authors are implicitly allowing the share of dividends to consumption to vary in 
order to match the moments of returns. But the data provide a precise guide as 
to what that share should be. The payments to equity holders represent only 
a very small fraction of total consumption ~ during the twentieth century total 
dividends have averaged between 3% and 5% of aggregate consumption. When 
this ratio is imposed. the model cannot fully explain the data. 

The second salient feature of this paper is that we develop a testing framework 
to measure the ability of the model to match the data. This addresses a common 

‘That paper shows how the negattve sertal correlatton m asset returns found m sample ts 
conststent with the equilibrmm mode) descrtbed in sectton 2 below. 

2Numerous solutions have been proposed to thts puzzle A parttal hst Includes Mankiw’s (1986) 
suggestion that the htgh rusk premmm is the consequence of nondiversifiable risk. Reitz’s (1988) 
exammation of big crashes, Nason’s (1988) study of the consequences of assuming that consumption 
has some lower bound. Abel‘s (1988) work on heterogeneous beliefs, Weil’s (1989) and Epstein and 
Zm’s (1990) use of nonexpected uttlity. Constantinides’ (1988) and Abel’s (1990) models based on 
habtt formation, Labadie’s (1989) monetary model, and Mankiw and Zeldes’ (1991) separation of 
stockholders from nonstockholders. 

31n their ortgmal paper. Mehra and Prescott 11985) do note that equity IS the residual clatm to 
output after labor has been patd. but m contrast to Benmnga and Protopapadakis (1990). they find 
that It does not help m generating a large equtty premtum Brainard and Summers (1990), who also 
examme the impact of bonds. claim that the Mehra and Prescott analysis IS misleading 
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problem in the calibration literature. Previous authors generally fail to 
provide a well-articulated criterion for evaluating the models they examine. To 
understand the problem, let rfiT be a vector of sample moments and ~(8; 4) be 
the corresponding implied moments from a completely specified economic 
model with parameter vectors 8, representing technology, and #, representing 
tastes. Inspired first by Kydland and Prescott (1982) and then Mehra and 
Prescott (1985), recent asset pricing and business cycle research has explored 
various parameterizations in an attempt to set [$T - y(#; Cp)] = 0. In this 
calibration method, the parameters of the technology, 8, are estimated in order 
to conform to certain features of the actual economic environment. The investi- 
gator then searches over ‘plausible’ values of the preference parameters, 4, in an 
attempt to find implied moments of the economic model that are ‘close’ to the 
sample moments. But this ignores two sources of uncertainty. Since I1/T is an 
estimator for the moments of interest and @is set equal to BT, an estimator of the 
parameters of the technology, the comparison can be thought of as testing to see 
if the difference between two jointly distributed random variables is zero. 

By explicitly accounting for uncertainty that arises from the fact that qT and 
QT are estimated, we can calculate the distribution of [rl/T - ~(0,, Cp)]. condi- 
tional on a particular choice of (p, the taste parameters. This allows us to 
formulate a test statistic and apply standard inference procedures to evaluate the 
fit of the model.4 

Our starting point is an equilibrium asset pricing model based on Lucas 
(1978), generalized to incorporate nontraded assets. We make assumptions 
about preferences and the stochastic process governing endowments that yield 
a closed form solution for asset prices. The utility function is time-separable and 
in the constant relative risk aversion class, while the endowment obeys a form of 
Hamilton’s (1989) Markov-switching model. 

We go on to assume that dividends represent the flow that accrues to the 
owner of the equity, and that these are discounted by the intertemporal marginal 
rate of substitution defined over consumption. This approach mirrors reality 
exactly in that equity prices are based solely on the flow that accrues to their 
owner. 

This bivariate model requires that we estimate a stochastic process for 
consumption and dividend growth rates jointly. We then calibrate the model by 
setting the parameters of the endowment process equal to estimates of the 
Markov-switching model using annual observations on U.S. real consumption 

‘In a recent paper. Hansen and Jagan~than 11990) suggest an alternative method for evaluating 
whether an asset pricmg model IS capable of matching the unconditional moments of the data. They 
examine the ab&y of various preference specifications to generate mtertemporal marginal rates of 
substitution that match those implied by asset returns data. They find that time-separable utility 
functions require substantial curvature to meet their criterion. See section 5 below for a more 
detailed comparison of our results with those of Hansen and Jagannathan. 



and dividend growth from 1892 to 1987. We proceed to examine the ability of 
the bivariate consumptiondividends model to explain the equity premium 
puzzle, i.e., the first moments of the equity premium and the risk-free rate. As 
first suggested by Constantinides (1990) we also study the ability of the models 
to match the covariance matrix of the returns data. While leverage allows us to 
match the mean equity premium and risk-free rate fairly easily. we find that our 
attempt to match the second moments fails. 

The remainder of this paper is organized into five parts. Section 2 
describes the asset pricing model and derives the closed form solution for 
asset prices for the bivariate consumptiondividends model, assuming that 
endowment growth follows the Markov-switching process. In section 3 we 
report estimates of the parameters of the processes constructed using Hansen’s 
(1982) Generalized Method of Moments (GMM) procedure. Section 4 dis- 
cusses the methodology for evaluating the performance of the models. Section 5 
examines the ability of the bivariate consumption-dividends model to match 
the first moments of the equity premium and the risk-free rate alone, as well 
as the first and second moments of the returns data together. Section 6 
contains concluding remarks. 

2. The model 

This section presents the model of asset pricing we use and derives the 
solution for returns. We consider a variant of the Lucas model in which a 
single nonstoreable consumption good is made available through an 
exogenous endowment process.5 Throughout, we assume that the endow- 
ment can be described by the Markov-switching model first introduced 
by Hamilton (1989). 

We begin by assuming that the consumption good is generated by two 
distinct processes. Call the first process dividends, and let the claim to dividends 
be called equity. The price of equity is determined in a competitive market. The 
claim to the second process, which can be thought of as labor income, is not 
traded. Total consumption in any period is the sum of dividends and labor 
income. The economy is populated by a large number of identical individuals 
who are aggregated into a representative agent. This model is presented in 
section 2.1. Sections 2.2 and 2.3 describe the stochastic model for the endowment 
and an explicit solution for returns. 

5The model presented here generahzes our earher results presented m Cecchetti, Lam, and Mark 
(1990) We follow the standard practice of the aggregate asset pricing hterature and study an 
endowment economy. Smce we are unconcerned with consumption decisions themselves, thts makes 
little dtflerence. In principle. we could specify a productton economy and dertve the stochasttc 
process for technology that would be required to yteld the consumptton process we assume. All that 
is important for our work is that the consumptton process fits the data. 



S.G. Cecchetti et al.. Matching the moments 25 

2.1. Bivariate consumption-dividends: TAe investors 

We begin with the first-order conditions for the generalized Lucas economy 
in which consumption and dividends are not necessarily equal. These are 

P: = /?E, 

P; = /?E, 
rJ’(C,+,) 

LJ’(C,) ’ 

where 

P: = real price of the traded asset, or equity 
Pi = real price of the risk-free asset, 
C, = per capita real consumption, 
D, = dividend from owning one unit of equity, 
U’ = marginal utility of the representative agent, 
/I’ = subjective discount factor, 0 < /?, and 
E, = mathematical expectation conditional on information at time t. 

Let preferences be given by 

U(C,) = g, 

(1) 

(2) 

(3) 

where 0 < 7 < ~1 is the coefficient of relative risk aversion. 
Now substitute (3) into (1) and (2) to obtain 

P:C;y = PE,C;,“,(P:+, + D,+l), (4) 

We note here that in the empirical computations below /I is allowed to exceed 
unity. Kocherlakota (1990a) has shown that a unique solution to the asset 
pricing problem exists in economies where the discount factor is greater 
than one.6 

6There are a number of ways to understand values of p that are greater than one For example, tt 
can be thought of as a simple. but crude. way of approximating habtt formation behavtor of the type 
descrtbed m Constantmides (1990) and Abel (1990). In then models, margmal utility is an increasing 
function of the level of past consumptton. This imphes behavior simtlar to that implied by a discount 
factor greater than one. 
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2.2. The erxiown~ent process 

We assume that consumption and dividends are governed by a bivariate 
version of Hamilton’s (1989) Markov-switching model.7 Our earlier paper 
[Cecchetti, Lam, and Mark (1990)] demonstrates the empirical usefulness of the 
Markov-switching process for modeling consumption and dividend growth. In 
particular, we showed that this model is able to characterize the significant 
negative skewness and excess kurtosis found in the consumption and dividend 
growth data. Furthermore. the Markov-switching model admits a closed form 
solution to the asset pricing problem. 

Let c, = In C, and d, E lnD,. We assume that [c,, d, 1 is governed by the 
following bivariate random walk with two-state Markov drift: 

(f-5) 

Ef 
where d 0 is i.i.d. normal with mean 

6 

, and S, is a Markov random 

0 or 1 with transition probabilities 

zero and covariance matrix 

variable that takes on values of 

Pr[S, = 1 IS,_, = l] = p. 

Pr[S, = OIS,_, = l] = 1 - p, 

(71 
Pr[S,= l/S,_, =0] = 1 -q. 

Pr[S, = OIS,_ 1 = 0] = y. 

The model of the endowment process requires estimation of nine parameters: 

(clc,,Xdo.r;,X(:,p,q,ac2.a~.0,,1).* 
As a normalization, we restrict the xi’s to be negative. Consequently the 

economy will be in a good state when S, = 0 and in a bad state when S, = 1. The 

‘We model consumption. rather than labor mcome, jomtly wtth divtdends to mamtam tractabthty 
of the model We note that this formulation places tmphctt restrtctions on the production technology 
that we do not mvestrgate. See footnote 2 above. 

sThe fact that both consumptron and dtvtdend growth have normally drstributed mnovattons 
imphes that the dtfference between then levels. (C, - D,). can take on a negative value with nonzero 
probability. But, because consumption 1s nearly 20 times the size of divtdends m the data, the 
probabihty that the model wtll ever imply a negative value for labor income is vanrshingly small, 
even though u: 1s nearly 10 times uf (See table 1 for details.) As a result, we ignore thts potential 
complicatton m the presentation below. 
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parameter q is the probability of remaining in the good state next period given 
that the economy is currently in the good state, while p is the probability of 
remaining in the bad state given that the economy is currently in the bad state. 
The transition probabilities between the two states are (1 - q) and (1 - p). 

The Markov components of the dividend and consumption processes are 
assumed to be perfectly correlated, and so dividends and consumption are in the 
good or the bad state simultaneously. The mean consumption and dividend 
growth rates are a$ and ~“0 in the good state and (tlCg + cc; ) and (oli + E’: ) in the 
bad state. 

The bivariate Markov-switching model generalizes the Markov-growth pro- 
cess of Mehra and Prescott in three ways. First, consumption and dividends are 
modeled jointly. Second, the continuous random variable E is included. Third, 
the transition matrix in (7) is permitted to be asymmetrical. We obtain the 
Mehra and Prescott endowment process by setting C = D, p = q, and C = 0. 

2.3. The solution for returns 

Assuming that consumption and dividends follow the bivariate process given 
by (6) and (7), we obtain the closed form solution for the price of a share of equity 
and the price of the risk-free asset by the method of undetermined coefficients.’ 
Conjecture the following solution: 

P: = dS,)D,. (8) 

The problem is to verify that (8) solves (4) and to find the function p(S,). To do 
this, first substitute (8) into (4) to obtain 

P(S,)D,C; = PE~W’ID,+~CP(S,+I) + 11. (9) 

Next, write (6) in levels, 

(10) 

Now substitute (10) into (9) and note that E: and .$ are i.i.d. normal with 
covariance matrix Z to obtain 

+o:ljElelz:~;X:IS’*~[p(St+l) + 1-J (11) 

“The techmque presented here can also be used to obtam a solution for the general case in which 
the endowment follows an n-state Markov-switching process m the mean, the variance, or both. 
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Because S, can take on only two values, 0 or 1, (11) is a system of two linear 
equations in p(O) and p(l). Solving these two equations yields 

p(O) = 
1 - (p + q - l&B 

1 - /7(p& + q)+j%,(p+q- 1) 
- 1, (12) 

p(l) = 
1 -(p+4- 1)B 

1 - fl(pti1 + q) + /j-%&J + q - 1) 
- 1, (13) 

where 

/j-= fie[Y” ~:r:,+t(;~71~?,~,“+6311. 

This establishes that (8) is the solution to (4).” 
The price of the risk-free asset is obtained using (6) and (7) to evaluate (5). 

That is, 

where ~(0) = q + (1 - 4)e x and ~(1) = pe -,'G + (1 - p). The implied rates of 
return to holding the equity and risk-free assets from date t to t + 1 are 

RF = R'(S,+,,S,,e:+,) = 
Y+1 + D,+1 - 1 p’ 

* 

= P(sr+l)+ lelrb+r:*,+r:s,,,I_ 1 

PCS 1 

Rf = R’(S,) = $ - 1. 
f 

Next, integrate sfl+ I out of the expression for the equity return to obtain 

Re(S,+l.S,) = p(S,+1) + l ell’,++c7b+r:s,,,I _ 1 

P(S,) 

(1% 

(16) 

(17) 

‘“The solution for the equity prxe can also be obtained by Iterating the stochastic difference 
equation (8) forward and exploltmg results m HamIlton (1989) to evaluate the resultmg geometric 
serxs. The condltlons required for this serves to converge also guarantee that p(S,) 1s nonnegatlve. 
The nonnegativity of p(S,) 1s always Imposed in the emplrical work that follows. 
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Finally, the implied means of the risky and the risk-free rates of return are 
computed by summing over the probabilities: 

pe = ECR’(S,+,,S,)l 

pf = E[R’(S,)] = 2 Pr(S, = s,)R’(s,), (19) 
s, = 0 

where Pr(S, = s,) is the unconditional probability that S, = s,. For the good 
state, s, = 0, this is Pr(S, = 0) = (1 - p)/(2 - p - q). The unconditional prob- 
ability of a bad state is Pr(S, = 1) = 1 - Pr(S, = 0) = (1 - q)/(2 - p - q). 

The expected equity premium follows as 

In 
rate, 

p = pe - pf. (20) 

order to compute the implied covariance of the premium and the risk-free 
first use (15) and (16) to define 

RP=RP(S,+~,S,,~~+~)=R’(S,+~,S,,$+,)-Rf(S,). (21) 

Next, integrate E:+ 1 out of (21) to obtain the equivalent of (17), 

RP = RP(S,+ 1, S,). 

Using these, we can write the covariance matrix of the equity premium and the 
risk-free rate: 

var 
= .,+$. .$. Pr(S 

t+l = s,+~ IS, = s,)Pr(S, = st), 

x J(RP - pp)*dF(s:+l) (RP - pP)(Rf - pf) 
(RP - pP)(Rf - ,uf) (R’ - pf)’ 1 , t221 

where F&P+ r ) is the cumulative normal distribution function, with mean zero 
and variance IJ~. 

3. Estimation of the endowment process 

The next step in deducing the behavior of the joint equity premium-risk-free 
rate process (RP, Rf) implied by the model of section 2 is to estimate the 
parameters of the stochastic process for the endowment. 

IMon- B 
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Estimates are computed by Hansen’s (1982) Generalized Method of Moments 
(GMM), using annual data on real dividend growth for the Standard and Poor’s 
index, and real per capita consumption growth, together with the returns 
reported in table 2 of section 5 below.” The moments used in the GMM 
procedure were chosen to match the maximum likelihood estimates of the 
bivariate consumption-dividends Markov-switching model as closely as pos- 
sible.’ * The appendix describes the moment conditions used for the estimation 
and the criterion for their choice. 

All the data sources are described in detail in the data appendix to Cecchetti, 
Lam, and Mark (1990). Briefly. the dividends data are the nominal figures from 
Campbell and Shiller (1987), deflated by the annual average CPI from Wilson 
and Jones ( 1988).13 The real consumption series begins with the Kendrick data 
in 1889, reported in Balke and Gordon (1986), and continues in 1929 with the 
NIPA series for real personal consumption expenditure.‘” The consumption 
data are divided by population estimates from the Historical Statistics of the 
United States and the Economic Report of the President to obtain per capita 
observations.’ 5 

The results are reported in table 1. In addition to the estimates of the 
Markov-switching model reported in the first column of the table, we include 
estimates of two nested alternatives: a random walk, where q = 1, p = 0 and 
c$ = IX’: = 0; and a Mehra-Prescott style model, estimated by matching the 
means and variances of consumption and dividend growth, and the first-order 
autocorrelation of consumption growth, where af = a: = (T,d = 0 and p = q.16 
Standard errors for these Mehra-Prescott style estimates are obtained by GMM 
on the exactly identified model. 

In our earlier paper we provide a number of tests that demonstrate the 
statistical superiority of the asymmetric Markov-switching model over alterna- 

’ 1 By usmg data on the S&P mdex we are assummg that the growth in S&P dividends, as well as 
the total return to holding the index, accurately mirrors the behavtor of economy-wtde divtdend 
growth and equity returns 

‘21deally we would prefer to estimate all of the parameters of the endowment and the moments of 
returns Jointly usmg a maxtmum hkehhood procedure. But this would require that we evaluate the 
likelihood for returns, and force the economic model to match all the aspects of the returns data. 
There is no pomt to pursuing this strategy, as it is unlikely that our stmple model can explain all 
aspects of the data. 

13The method and deflator were chosen so that our results m table 2 match the values in Mehra 
and Prescott’s table I as closely as posstble. 

‘“None of the results reported m sections 3,4, and 5 are changed in any noticeable way d the total 
consumptton serves is replaced by consumptton of nondurables and services alone as used by 
Grossman and Shtller (1981). 

IsSince the Mehra-Prescott process requtres matchmg a first-order autocorrelation of consump- 
tton growth. we esttmate all the models over the period 1892 to 1987. 

16The estimation of the Mehra-Prescott model uses the procedure suggested on page 154 of their 
paper. 
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Table 1 

GMM estimates of the bivariate Markov-switching model, 1892-1987 (asymptotic t-ratios in 
parentheses). 

Bivariate consumptionAividends 

Markov- 
swltchmg 

Random 
walk 

Mehra- 
Prescott 

0.9604 
(20.49) 

0.0994 
(0.60) 

0.02 18 
(6.06) 

- 0.0832 
(3.19) 

0.0255 
(1.69) 

- 0.3208 
(4.99) 

- 0.0333 
(8.67) 

0 1030 

(5.00) 

0.2732 
(1.53) 

0.0425 

1.0 

0.0183 
(4.93) 

0.0118 
(0.93) 

0.0372 
(9.08) 

0.1216 
(7.29) 

0.443 
(4.49) 

0.0 

0.4723 
(5.62) 

0.4723 
(5.62) 

0.0206 
(7.53) 

- 0.0908 

(5 70) 

0.1334 
(7.13) 

- 0.243 1 

(7 29) 

0.0 

0.0 

0.0 

0.50 

tives of the type considered here. Briefly, we first estimate the Markov-switching 
model and the random walk model by maximum likelihood and construct 
a likelihood ratio test. The result allows us to reject the random walk model in 
favor of the Markov-switching model at the 1% level or better.” Furthermore, 
it is clear from the size of the estimates of the components of C, as well as the fact 
that p is significantly smaller than q, that the Markov-switching model domi- 
nates the Mehra-Prescott style estimates. Finally, we prefer the Markov-switch- 
ing model because of its ability to produce the negative serial correlation in 
equity returns discussed at length in our earlier paper. 

“As noted in Cecchetti, Lam, and Mark (1990). the Markov-switching model is not identified 
under the null hypothesis that the random walk is correct. Nevertheless, Monte Carlo experiments 
demonstrated that the critIcal values for the pseudo-likelihood ratio test were close to those of 
a cl-n-squared distribution with degrees of freedom slightly larger than the maximum number of 
constraints one could possibly count. For the bivariate consumption-dividends model considered 
here, twice the difference in the log-likelihood IS 20.58. This is beyond the 99.5 percent critical value 
for a xi, a very conservative standard considering that the test has at most 4 constraints. 



For the purposes of computing the equity premium, an important thing to 
notice is the size of the drop in consumption and dividends in the bad state, the 
(Q, + crl)‘s. During a boom, the growth rates of dividends and consumption are 
estimated to be 2.6 percent and 2.2 percent, respectively. But in a downturn these 
fall to -29.5 percent for dividends and -6.2 percent for consumption. In the 
bad state, dividends crash. As one would expect, consumption is quite a bit 
smoother. 

To help understand the implications of these estimates, notice that the 
unconditional probability of a crash is Pr(S, = 1) = (1 - q)/(2 - p - q) = 
0.043, and so we expect real dividends to fall by 30 percent in approxi- 
mately 4 of the 96 years of the sample. While this may seem surprising, it is 
consistent with the historical experience. The model estimates imply that, 
given that the economy is in the bad state (S, = l), the asymptotic 95 percent 
confidence interval for the growth in real dividends is (- 0.50, - 0.09). The 
same confidence interval for the good state (S, = 0) is (0.23, - 0.18). Con- 
sequently, if dividends fall by 20 percent or more, we can be fairly certain 
that S, = 1. Of the 96 years in our sample, 6 meet this criterion - real 
dividends fell by more than 20 percent.‘* 

We note that the GMM criterion function for the bivariate Markov- 
switching model is flat for variations in p, the probability of remaining in a 
crash state given that the economy is currently in that state. This is not 
surprising considering the asymmetric behavior of dividends over the 
business cycle. Downturns tend to be short-lived, lasting 4 to 6 quarters. 
This makes it difficult to obtain a good estimate of p using annual 
observations. 

4. A generalized calibration methodology 

In this section we generalize the standard calibration methodology to incor- 
porate statistical inference. Calibration, as it is usually practiced, seeks a param- 
eterization of the model for which the implied moments exactly match the 
sample moments. Two sources of uncertainty are ignored by the standard 
procedure, however.” 

The first source involves the uncertainty in the sample moment vector, $r, as 
an estimator of the population moment vector, II/, since 

(23) 

‘“Real aggregate dwdends fell by more than 30 percent during 3 years, from 20 to 30 percent in 
3 years. and by 10 to 20 percent m 8 years. 

“%regory and Smith (1988) address some of these ISSUES usmg a Monte Carlo methodology. 



S.G. Ceccherli et al , Marchmg the moments 33 

The second source of uncertainty arises from the dependence of the implied 
moments on parameters that are estimated. Consequently, the vector of 
moments implied by the model is itself stochastic. Specifically, let p be the 
vector of moments implied by the model and let t)r be the GMM estimator of 
the parameter vector. In the bivariate consumption-dividends model of 

section 2, e = (r:, xi, ~‘1. ctf , p, q, f~f, CJ~. ocd). Thus, 

J7(eT - e) k ~(0.52,). (24 

Taking a first-order Taylor series expansion of p about H and using (24), 
we obtain 

ficp(e,: B, 7) - p(e; fl, di k NCO, ~~(8. a, (25) 

where !L?,(/?, y) = (~~/~Q’)Q,(a~~/a~). From (23) and (29, it follows that 

J?ctir - lcli - cm; P, ?il) - a; P, 711; 5 m Q(P, a. (26) 

where 

Q(B, 7) = Q, t 

+E 

We can now test the hypothesis that the implied moments match the population 
moments, i.e., H,: Ic/ = p(& p, 7). Consider the statistic 

(27) 

Note that tiT consistently estimates the population moments II/ both under 
the null hypothesis, H,,: $ = /l(6); p, y), as well as under the alternative, 
H,: II/ # p(0; p, 7). On the other hand, the implied moment vector p(6,; /I, 7) 
consistently estimates the population moments only when H,, is true. Thus 
under the null, Sy _ &, where k is the dimensionality of II/. Accordingly, we can 
use the test static, Y, to test the model for a given (/?, y) pair. 

The following sections use &‘ to examine two cases of interest. First we study 
the standard equity premium puzzle and ask whether the model is capable of 
matching the means, pp and pf. We then proceed to examine the ability of the 
model to match both the first and the second moments of the equity premium 
and the risk-free rate. 
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We adopt a two-step testing framework to obtain an interval estimate 
for (p, y) based on matching several carefully selected moments of the 
returns data. Our approach contrasts with that of Lee and Ingram (1991) 
and Burnside (1990), who estimate ,!? and y using unconditional moment restric- 
tions of the data. Both of these authors propose estimation methods that can 
be thought of as minimizing a quantity like X in order to obtain estimates 
of p and 1’. While we report the (/I, y) pair that minimizes H in section 5 below, 
we note a problem that would arise if this estimate were to be computed using 
standard minimization techniques and applying asymptotic theory. In par- 
ticular, the asymptotic normality of the estimator from such a procedure puts 
positive probability on values of (/?, 7) that violate the transversality con- 
dition of the model in section 2.20 Alternatively, we could simply add the 
moments of returns that we want the model to match to the list used in the 
GMM estimation of the technological parameters reported in table 1 above 
and estimate fi and 7 jointly with 8. In addition to the technical problem 
resulting from the transversality condition, such an estimation procedure 
has a conceptual difficulty that arises from our interpretation of the exercise. 
We see our goal as asking whether, given the technology, there exist taste 
parameters capable of matching the returns data. This dictates that we 
proceed in two steps, first estimating the parameters of the endowment 
process. and then computing a confidence bound for the taste parameters 
- /I and 7. 

5. Matching the moments 

5.1. First moments: The equity prewknz puzzle 

Let I,!J~ be the two-dimensional vector of the sample means of the equity 
premium and the risk-free rate. Label these sample moments I& and $‘,, 
so GT = (I+&$~)‘. This section examines the extent to which the model 
matches $T. Previous work has shown that the Lucas model with iso-elastic 
utility, calibrated to the U.S. economy, is not capable of matching the average 
equity return and risk-free rate simultaneously. Generally, the model implies 
an equity return that appears ‘too small’ and a risk-free rate that is ‘too large’. 
But the sense in which the model has failed is vague because the metric 
employed by the standard procedure to evaluate the model has not been well 
defined. 

“‘In princtple it is possible to reformulate the test stattstic X to account for the transversahty 
condttton, which we can wrtte as a set of inequality constraints on p(0) and p(l) m eqs. (12) and (13). 
Unfortunately, the statisttcal theory for such a test has only been developed for a specific set of 
circumstances, not mcluding the one examined here. See, for example Wolak (1991) and Gourteroux, 
Holly, and Monfort (1982). 
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Table 2 

First and second moments of asset prices: the data, 1892-1987 (robust standard errors m 
parentheses).” 

Mean Std. dev. 

Risk-free rate [I&. a’(r)] 1.19 5.27 
(0.81) (0.74) 

Equity premium [$T, r+‘(T)] 6 63 19.02 
(1.78) (1.73) 

Correlatton [plp( T)] - 0.04 
(0.12) 

“Estimates are computed using Hansen’s (1982) Generalized Method of the Moments, simul- 
taneously with the bivartate Markov-switchmg model for consumption and dividends reported m 
the first column of table 1. See the appendix for details. 

The data this section attempts to match are presented in the first column of 
table 2.‘l Over the historical period 1892-1987, the premium on equities and 
relatively risk-free short-term debt has averaged 6.63 percent and 1.19 percent, 
respectively.22 The uncertainty in this sample mean vector is highlighted in fig. 1, 
where the 95 percent confidence ellipse about $T is plotted.23 If we ignore param- 
eter uncertainty, any vector of means [,up(8; /?, y), ~‘(8; p, r)] implied by the model 
of section 2 that falls within the ellipse will not be rejected by the data at the 
5 percent level. The ‘ x’ in fig. 1 marks the sample value $T. The ‘A’ marks a rep- 
resentative model value, [pp(&; p = 0.98, 1’ = 23.0), ~‘(0~; /I = 0.98, 7 = 23.0)]. 

Fig. 2 summarizes tests of the model at the 5 percent level, taking into account 
the uncertainty in both the sample moments and the implied moments. This figure 
displays the contour obtained by searching over admissible (/3, ?;) pairs that yield 
values of the H-statistic that are less than or equal to the 5 percent critical value 
of the $,, distribution. For a given value of 7 above 11, the upper limit on /3 is the 
boundary of the admissible parameter space. That is, larger values of /I result in 
explosive behavior of the stochastic difference equation (4). 

‘tAgam, see the appendix to Cecchetti, Lam. and Mark (1990) for details on the sources of the 
data. The real risk-free rate ts computed using one-year U.S. Treasury note yields, or the equivalent, 
and realized CPI inflation. The eqmty return is computed from data supplied by Campbell and 
Shtller (1987). 

“We note that over the 1871-1987 sample period. the average equity premium is only 5.92 
percent, while the mean rusk-free rate is 2.11 percent. Furthermore, Setgel (1992) shows that adding 
more nineteenth century data continues to ratse the risk-free rate and lower the equity premium. 
Using data from 1800 to 1990. he reports an average equity premium of only 4.64 percent and an 
average risk-free rate of 3.13 percent. While the model would be able to match these moments more 
easily, the GMM procedure requires that we have data for returns. dividends, and consumptton over 
the same sample pertod. The lack of consumption data prior to 1889 precludes our use of the earher 
returns data. 

Z3Details concermng the esttmation of the relevant covariance matrrces are deferred to the 
appendtx. 
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Fig. 1. 95 percent confidence elhpse for the mean equity premmm and risk-free rate. 
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Fig. 2. Matchmg the means in the Markov switching model (/L 1’) pairs not rejected at the 5 percent level. 
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The figure is partitioned into four quadrants. The lower left quadrant in which 
0 < 1.0 and y < 10.0 is the subset of the parameter space searched by Mehra and 
Prescott. As can be seen, the upper corner of this region is not rejected at the 
5 percent level. In fact, we find that values such as (/I = 0.999, 7 = 8.0) and 
(/I = 0.968, 7 = 9.9) are within the 95 percent confidence region. 

If one is willing to accept values of 7 in excess of 10, there is a large class of 
models that is not rejected at the 5 percent level. There is a clear trade-off in that 
low values of 7 require high values of /I to match the data. The reason for this is 
related to the principal difficulty in matching the first moments, which has been 
that the implied risk-free rates is ‘too high’ given the implied equity return. As 
can be seen from eqs. (14) and (16), larger values of /I work to lower the implied 
risk-free rate, ameliorating this problem. 

The figure also plots the (fi, 7) pair that minimizes the value of the test statistic 
H. This minimum value, H = 0.01, occurs at (/I = 0.832, y = 28.85) and is very 
close to the upper boundary of the region. ” In the region above the upper line 

plotted in fig. 2 the transversality condition for the asset pricing model is 
violated - these values of /I and 7 imply a negative value for p(S) in (8) and hence 
for prices. The location of the minimum makes clear that any estimator for p and 
y computed by minimizing H would not be asymptotically norma1.25 

We have completed the task set forth by Mehra and Prescott: to match the 
sample means of the risk-free return and the equity premium with the Lucas 
model. We now address the ability of the model to match the covariance matrix 
of returns in addition to their means. 

5.2. Matching,first and second moments 

Let It/T be the five-dimensional vector consisting of the first and second 
moments of returns: the two means ($;$fT), the standard deviations 
[a,(T), CT,(~)], and the correlation ~r,,( T). This section examines the ability of 
the model to simultaneously match these five moments of the joint equity 
premium and the risk-free rate process. The sample standard deviations and 
correlation are presented in table 2. 

“‘These results are srmtlar m spirtt to those m Kocherlakota (1990b). Hansen and Jagannathan 
(1991), and Kandel and Stambaugh (1990b) Kocherlakota finds that for b = 1 139 and y = 13.7 
a model cahbrated to umvariate consumptton (with consumption set equal to dtvtdends) 1s capable 
of generating mean eqmty premmm and risk-free rates that are close to the sample values. Hansen 
and Jagannathan also find that with CRRA preferences, a high coefficient of relative rusk aversion IS 
required to generate mtertemporal marginal rates of substitutton with sufficient vartability to be 
consistent with returns data. To match the mean of the rusk-free rate and the eqmty premmm, 
together with the vartance of the equtty premium, Kandel and Stambaugh requne /I = 0.9973 and 
7 = 55. 

Z51n additron to the problem assoctated wtth the transversahty conditton. any attempt to estimate 
B and ;’ by minimizing .X will result in very large standard errors. This is a consequence of the fact 
that for a given value of ;’ decreasing /I results m very small changes m the value of 2. For example. 
at (B = 1.0. ;’ = 23.0), X is below 0.03. 
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We report the implied first and second moments from our model for a variety of 
parameter values in the top panel of table 3. As is apparent from the table, the 
Markov-switching model is not capable of matching the five first and second 
moments of the risk-free rate and the equity premium. Restricting fi to be greater 
than 0.7, the minimum value for X(5) is 23.24 and occurs at (fl = 0.70,~ = 29.00). 

The failure of the Markov-switching model to match the first and second 
moments is a consequence of the correlation of the moments with each other. In 
fact, it is possible to find values of fl and 3’ for which five univariate tests all fail to 
reject that the model and the data are the same. For example. at (b = 1.04, 
y = 20) the highest t-ratio is 1.42 (in absolute value) for the standard deviation of 
the equity premium - the remaining four f-ratios are all below 0.10. Neverthe- 
less, for this parameterization H(5) is 26.71, which has a p-value of 0.00006. This 
(/3,~) pair is rejected by our joint test because the deviations of all five moments 
from the sample values are negative, while several elements in the covariance 
matrix are large and negative.26 

The Markov-switching model nests the pure Markov-endowment model of 
Mehra and Prescott, as well as the geometric random walk. The middle and 
bottom panels of table 3 display the implied moments from these models. The 
random walk model is clearly unacceptable since it implies a nonstochastic 
risk-free rate. But the Mehra-Prescott style model is capable of matching the 
five moments when /I exceeds 1, and 1’ ranges from roughly 5.5 to 23. The reason 
for the success of this model, and the failure of the Markov-switching model is 
evident from the estimates in table 1. The Mehra-Prescott style model assumes 
that p = q, and then matches the first-order sample autocorrelation of consump- 
tion growth, which is neyatiue in annual data. The result is an estimate of 
p = q = 0.47, and the implication that the economy crashes with probability 
0.50. This makes equities very risky, raising the level and variance of the equity 

26We conlecture that X (5) has poor small-sample properties, and so the evidence agamst the 
model may be overstated. For example. we have examined the dtstribution of X(5) using the 
followmg Monte Carlo experiment. with 1000 replications: (1) choose values for the taste parameters 
p and ;‘; (2) using the Markov-switchmg model and the parameter values m table 1, draw a sequence 
of consumptton and dtvidends; (3) using the model, the sequence of consumption and dtvidends. and 
the values of fl and ;‘. generate a sequence of returns, (4) compute esttmates of the moments and the 
technology parameters usmg GMM as descrtbed m the appendtx; (5) compute .#(5). We find that 
for (/I = 0.999.~ = 9.9) the small-sample p-value for .X(5) = 42.71. the value from the data, is 0.0480. 
We have repeated thts experiment for (b = 0.8, )’ = 5.0) and find that the small-sample distrtbution 
of H(5) is nearly unchanged. We note that there IS a conceptual problem with our experiments as 
a result of the fact that they mclude trtals with estrmates of technology parameters which imply 
vtolatton of the transversality condition. When this occurs, the test stattstic H(5) is difficult to 
interpret. For the experiments we have performed, this problem is relattvely minor. It occurs in 10.4 
percent of the trials for (/I = 0.999, ;‘ = 9.9) and m 2.8 percent of the trials when (p = 0.8, y : 5.0). 
Unfortunately. the frequency of this problem mcreases wtth p and y. and will arise in roughly 50 
percent of the Monte Carlo trtals for (/I. 7) pairs near the upper boundary of the confidence region m 
fig. 2. Because of this problem. we thmk a more thorough investigation of the sampling properties of 
X(5) wtll not be useful 
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Table 3 

39 

Ftrst and second moments of asset returns: model values usmg btvartate consumption-dividends 
processes (model implied standard errors are in parentheses).” 

B 

Rusk-free Equity 

i rate premium Correlation .K (2) Jy (5) 

0 999 99 

I 098 9.9 

1.056 15.0 

1.039 20.0 

0.825 290 

Ma&w-swrtchiny model 

11.65 2.42 - 0.02 5.02 4271 
(1.53) (13 11) 

1.58 2.19 - 0.02 6.33 32.32 
(1.39) (11.90) 

5 02 3.52 - 0.03 1.17 29.68 
(2.52) (12.11) 

121 4 12 - 0.02 0.11 26.72 
(3.68) (1131) 

0.80 1.28 0.02 0.02 24.96 
(6.20) (10.62) 

0.999 9.9 

1.098 9.9 

1.056 15.0 

1.039 20.0 

0.825 29.0 

12.11 2.25 0.00 
(0.00) ( 13.95) 

2.00 205 0.00 
(0.00) (12.69) 

6.64 3.26 0.00 
(0.00) (13.41) 

5.23 4.31 0.00 

(0 00) (13.36) 

15.16 6.89 0.00 
(0.00) (14.89) 

Random walk model 

0.999 99 

1.098 9.9 

1.056 15.0 

1.039 20.0 

0.825 290 

hfehra-Prescott model 

12.32 5.46 0.01 
(2.20) (15 51) 

2.20 5.0 1 0.01 

(2.00) (14 23) 

7 53 8.19 0.01 
(3.02) (16.18) 

7.74 10.94 0.04 
(3.77) (17.33) 

25.86 16.93 0.06 
(5.53) (21 37) 

5.65 

6.56 

2.46 

1.07 

0.43 

4.06 21 39 

0.6 1 3 78 

0.60 11.50 

0.59 18.17 

1.30 46.79 

‘H(2) tests for two means and H(5) tests for all five moments. The 5 percent critical value for the 
nt2, is 5.99. for the xt5, It IS 11.07. For the random walk model, both the correlation and X(5) cannot 
be computed since Rf 1s nonstochastic. 
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premium. Both the historical record and the estimates of the Markov-switching 
model suggest that this is not a very good characterization of the consumption 
and dividends data. The estimates of the Markov-switching model show that p is 
likely to be substantially smaller than (1, and so the crashes should occur much 
less than one-half of the time. Furthermore, the MehraaPrescott style estimates 
imply that dividends should fall by more than 10 percent in roughly half the 
years of the sample. In fact, dividends fell by 10 percent in only 14 of the 96 years 
we examine. 

Our results are in contrast with those of both Kandel and Stambaugh (1991) 
and Hansen and Jagannathan (1991). Using the standard calibration procedure, 
a four-state discrete Markov process for consumption growth, assuming that 
firms issue both debt and equity, and allowing leverage to be a free parameter, 
Kandel and Stambaugh are able to match both the means and standard 
deviations of the equity premium and the risk-free rate. Our failure to match 
the second moments is largely a consequence of our specification of leverage. 
With time-separable utility ~ the case that is closest to ours ~ Kandel and 
Stambaugh’s success comes with a degree of leverage equal to 0.44, But. given 
the percentage of dividends in consumption, this is far too low. Also, we note 
that Kandel and Stambaugh’s interest is in matching point estimates of the 
moments, while we concentrate on inference. 

The differences between our results and those of Hansen and Jagannathan 
(1991) are more subtle. For a given mean intertemporal marginal rate of substitu- 
tion (IMRS), they represent the admissible IMRS volatility as a function of the 
first and second moments of returns data. Admissibility is determined by the 
unconditional Euler equations, and the result is a bound on the standard devia- 
tion of the IMRS. Hansen and Jagannathan go on to find that a very high value of 
the CRRA coefficient 1’ is required to meet the restrictions implied by the bound. 
In a separate paper, Cecchetti, Lam. and Mark (1992), we develop and implement 
statistical tests of these lower bound restrictions. We conclude that the availability 
of relatively short time series of consumption data undermines the ability of tests 
that use the restrictions implied by the volatility bound to discriminate among 
different utility functions. Using the same data as that employed here, we find that 
there is a broad set of models that are able to meet the volatility bound. For 
example, with p = 0.99. values of 7 2 10 are not rejected at the 5 percent level 
using the Hansen and Jagannathan framework. But just because a model meets 
the volatility bound does not imply it matches the moments of returns data. In 
fact. using a fully articulated model of asset pricing we find that the unconditional 
first and second moments used here are a more stringent test of a model’s ability 
to mimic the characteristics of asset price data. 

Finally, we note the similarity between our results in table 3 and those 
reported originally by Grossman and Shiller (198 1). They conclude that the high 
sample variance of equity returns poses quite a challenge for asset pricing 
models. This accords with our main conclusion that the model of section 2 is 
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rejected because of its inability to match simultaneously the relatively low 
standard deviation of the risk-free rate and the relatively high standard of the 
equity premium.27 

6. Conclusion 

This paper addresses two issues central to the literature in calibration and 
aggregate asset pricing. First, we develop a testing framework for rigorously 
evaluating the ability of an economic model to match specific sample moments 
of the historical data. Second, we examine the ability of a model in which 
dividends explicitly represent the flow that accrues to the owner of the equity, 
and they are discounted by the intertemporal marginal rate of substitution 
defined over consumption, to solve the equity premium puzzle. 

Using a methodology that combines the features of model calibration and 
classical statistical inference, we conclude that the original MehraaPrescott form 
of the equity premium puzzle, based solely on first moments, does not present 
a challenge for a simple general equilibrium Lucas asset pricing model.28 But 
when the endowment is forced to conform closely to the data, as it is in the 
Markov-switching model, and leverage is forced to imply that the dividend flow 
match what we actually observe, then the model cannot match the first and 
second moments taken together. 

Appendix 

Here we describe the procedure we use to obtain the GMM estimator of the 
parameters of the endowment process, t!IT, the sample moments, $r, and the 
estimate of their asymptotic covariance matrix. 

Let IX,) be a vector-valued sequence of observations on stock and bond 
returns and consumption and dividend growth rates. Let 1’ = (t,V, 0’) denote the 
parameter vector whose true value is &, = (I&, Hb). Finally, let f(.u,, A) be the 
vector of moment conditions used in the estimation of Ef(.x,, &) = 0. To 
construct ,f’(.u,, A), we stack moment conditions used to compute the sample 
moments of returns with those for estimating the endowment process param- 
eters. That is, 

f (x,, 2) = 
ft (.h, cc/) 

[ 1 .f2 h, 6 
(A.11 

“It has been suggested to us that this stmtlarity could be a result of the fact that we both study 
second moments and asymptottc normality is typically a much better small-sample approxtmatton 
for first moments than it is for second moments. Flavin (1983) reports evtdence that tests of the 
Grossman and Sheller type are often severely biased toward rejectton m small samples. Our Monte 
Carlo expertments indtcate a stmtlar btas See footnote 26 above. 

“As we demonstrate in our earlier paper, Cecchettt. Lam. and Mark (1990). this model ts capable 
of matching the serial correlatton in equtty returns. 



When both the first and second moments of returns are required, 

f (.u,, ICI) = 

I 

rrJ.t - II/” 

rJ-.t - V 

(I.p., - $“)’ - rr; , 64.2) (rf.l - $f)2 - 05 C(rp.I - $P)(rf.t - ICI 'I/b,af ) - ppf 1 
where r,., and rS., are the observations in the data at time t for the risk premium 
and the risk-free rate. When we require only the first moments of returns, we use 
only the first two elements of (A.2). 

f2(xt, Q) is a vector of the deviations of the observations from their means as 
implied by either Hamilton’s Markov-switching model, the Mehra-Prescott 
style Markov model, or the geometric random walk model. Let s,,~ and 
x,,~ denote the consumption and dividend growth rate at data t. We use the 
following moments: 

Morkou-switching model ~ IO momems: 

W-G., ). j = l-2,3, k = c,n, 

W:,,x',.,), j= 1.2, 

MehrapPrescott style tnodel ~ 5 moments: 

EW., ). j= 1,2, k=c,d. 

Random walk tnodel ~ 5 moments: 

EL$.,L j= 1,2, k=c,d, 

In order to construct the GMM estimator. let 
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Wj.m 
=1--L 

m+ 1’ 

WT = WT.0 + f Wj,m C wT,, + wk, jl3 
j=1 

The GMM estimator, AT, minimizes the quadratic criterion function 

@(A) = g; WTIST, (A.3) 

and the asymptotic covariance matrix of II, is consistently estimated by 

$[D; w;~D~I-~, 64.4) 

where W, is the Newey and West (1987) estimator of the spectral density matrix 
of f(x,, 2) at frequency zero. We set m = 3, which conforms to Newey and 
West’s T 1’4 rule. We obtain estimates of the covariance matrices Qe, s2,, and 
R,, from the relevant blocks of (A.4). 

While the selection of any particular set of moment conditions for estimation 
using the GMM procedure is necessarily arbitrary, it is immaterial asymp- 
totically under the null that the model is correctly specified. But in any finite 
sample, different estimates will emerge when different moment conditions are 
used. 

The moment conditions that we included in fi, related to the parameters of 
the Markov-switching model, were chosen using two criteria. First, that the 
number of moments conditions should be relatively small, and second, that the 
estimates lie close to the maximum likelihood estimates. 

It is not possible to use a Hausman test to assess whether the GMM estimates 
lie close to the maximum likelihood estimates, since both estimators may be 
inconsistent under the alternative. Instead, we perform a Wald test by assuming 
that one set of estimates is a vector of constants. Let ~9,~ and CB,,,i be the 
maximum likelihood estimator of the endowment process parameter vector and 
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its asymptotic covariance matrix. Suppose we view & as a vector of constants and 
construct a Wald test for the hypothesis that 6),, = &. That is, we compute the 
Wald statistic T(8,, - &)‘CO~~l(f?ml - 0,). Setting Or to the estimates obtained 
from the GMM procedure. the Wald statistic is 14.91 (p-value = 0.09). 

Alternatively, we can use the estimate of the asymptotic covariance matrix of 
the GMM estimator to compute the Wald statistic and view drnr as a vector of 
constants. In this case, the Wald statistic is 16.92 (p-value = 0.05). 

Finally, we mention that Hansen’s test of the overidentifying restrictions does 
not indicate much evidence against the Markov-switching model. His J-statistic 
[J = T@(&.)] is 0.007 (p-value = 0.93). 
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