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1. Introduction

The point of departure for most neuroeconomics hatwhas come to be called
behavioral economics. A reader of this literatunghnrightfully conclude that the old
rational man of economics has been rejected inrfaf/onore realistic models of human
behavior that incorporate insights from psychologihe old model supposes
hyperrationality of individuals and as a consegeeexisting economic theory is useless.
We can complete the behavioral revolution in ecardhought by peering into the brain
in order to build far more models of decision-makin

Unfortunately this assessment of the nature ani@ sthmodern economics is
false. In this paper | will document the basic styth of existing theory. It is only by
understanding its true weaknesses — which revolteena preferences far more than
decision making — that can we understand what i§ aole there can be for

neuroeconomics.

2. Theory That Works

The critical thing to understand is that modernneeoic theory works well for
the problems that economists are the most intetaste- both in the field and in the
laboratory. Since shortcomings of the theory ndliurget more emphasis among
practitioners this basic fact often is inadequateigerstood.

Let us start in the laboratory. Here people — m@mgs college undergraduates,
but often other groups from diverse ethnic backgdsu— are brought together to interact
in artificially created social situations to studyw they reach decisions individually or in
groups. The heart of modern “rational” economicotlyeis the concept of the Nash
equilibrium of a game. A game is simply a carefelsdiption of a social situation
specifying the options available to the “playeisgiv choices among those options result
in outcomes, and how the participants feel aboosdloutcomes. Nash equilibrium says
that players do the best they can given the achugtes of their opponents.

One of the most controversial applications of theoty is to voting. Modern
voting theory, for example, the theory of Fedderaed Pesendorfer [1996], is based on
the idea that your vote only matters when it dexiale election — when it is pivotal. This

has implications for voter participation — thatatiens must be close enough to give



voters an incentive for costly participation. Wteatlthis is how voters behave is quite
controversial.

Levine and Palfrey [2007] examined voter partidipatin the laboratory. We
divided participants into unequal teams of votarg] each voter was randomly assigned
a cost of participating in the election — knownyotd that voter. Each voter additionally
received a prize if their team received the modesioWe then computed, using the
theory of Nash equilibrium and the assumption tra@ers were completely selfish and
cared only about their own money income, the unijash equilibrium of the game.
This is a difficult computation, hinging criticallgn the fact that the participation rate
must be such as to make the pivotal voter indifferbetween participating and
abstaining. Indeed, we were able to solve the proldnly numerically.

We then re-created the theoretical environmenhénlaboratory. The key aspect
is that we had no expectation that voters couldsgjuealculate, or otherwise intuitively
figure out how best to behave. Rather, as is detdranodern economic theory we
imagined that given an opportunity to learn thewldaeach an equilibrium. So we gave

them ample opportunity to learn — voters got tdip@ate in fifty elections each. The key
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measure of how well the theory worked is to ask tiesvempirical frequency of pivotal
events and upset elections compared to the predicii the theory. The figure above,
from Levine and Palfrey [2007], plots the theoratipredictions on the horizontal axis
and the empirical frequencies on the vertical akishould be emphasized that there are



no free parameters — the theory is not fit to thadrather a direct computation is made
from the parameters of the experiments. If the themrked perfectly the observations
would align perfectly on the5° degree line. As can be seen, they do.

This voting experiment is but a recent examplerg ltradition of experimental
economics — the most important finding of whichthat market clearing — the heart of

Markat Supply
ond Demand - il m ¥ X WL = NI

|G- QJ- ' I |
O "'LI [ |

[ |
HG' L;_| ‘IJJ | | :

IF et -
|

i " |
ﬂj‘f 1“!‘Jl // b J;-'?!" ;'L.""l T T g e
apo I”LL J':- : .

|
B+ |

r
i

:

o ] |
| [

| |

20 ! |
o

Fatitpg &
Seguences of bids and contracts.  Experiment 2 (omal bidk 0 = unocoepled bid; @ = acoepbed bid (Goniraci)

most economics — happens quickly and easily idaberatory. The graph above is taken
from Plott and Smith [1978] and shows how a segeeoicbids in an experimental
double oral auction converges quickly to the irgetion of the supply and demand curve
at $0.60.

3. Theory That Works? Ultimatum Bargaining

Not all economic theory works so well in the laliorg. One of the most difficult
areas in economics is the theory of bargaining eutailwhich there is no widely agreed
upon theory. One of the most famous “failures” obmomic theory in the laboratory
takes place in the ultimatum bargaining game. Hew player proposes the division of
an amount of money — often $10, and usually ineam@nts of 5 cents — and the second
player may accept, in which case the money is divids agreed on, or reject, in which
case neither player gets anything. This game @uértly analyzed using a “refinement”
of Nash equilibrium that requires that a Nash éguim must occur whatever the
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history of past play. In particular, in ultimaturargaining, if the second player is selfish,
he must accept any offer that gives him more tlean.zGiven this, the first player should
ask for — and get — at least $9.95.

Not surprisingly this prediction — that the firdaper asks for and gets $9.95 — is
strongly rejected in the laboratory. The table bekhows the experimental results of
Roth, Prasnikar, Okuno-Fujiwara and Zamir [1991eTirst column shows how much
of the $10 is offered to the second player. (Tha darounded off.) The number of offers
of each type is recorded in the second column,thedraction of second players who
reject is in the third column.

Amount of Offer  Number of Offers  Rejection Probability

$3.00 or less 3 66%
$4.75 to $4.00 11 27%
$5.00 13 0%

U.S. $10.00 stake games, round 10

Notice that the results cannot easily be attribbeconfusion or inexperience, as players

have already engaged in 9 matches with other @ajteis far from the case that the first
player asks for and gets $9.95. Most ask for andg®0, and the few that ask for more
than $6.00 are likely to have their offer rejected.

Looking at the data a simple hypothesis presesedfitplayers are not strategic at
all they are “behavioral” and fair-minded and jliké to split the $10.00 equally. Aside
from the fact that this “theory” ignores slightlyone than half the observations in which
the two players do not split 50-50, it might be evie understand whether the “economic
theory” of rational strategic play has really fdileere — and if so how.

The failure of the theory here is more apparem tieal. First, the theory does not
demand that players be selfish, although that m@&ayalconvenient approximation in
certain circumstances, such as competitive marketsclear from the data that they are
not: a selfish player would never reject a positier, yet ungenerous offers are clearly
likely to be rejected. Technically this form of scpreference is called spite: the
willingness to accept a loss in order to deprive tipponent of a gain. Once we take
account of the spite of the second player, the lingmess of the first player to make
large demands becomes understandable.



Let us look more closely at what theory really delis about this game. Any
theory is an idealization. The preferences — is ttase selfish preferences — we write
down are at best an approximation to players’ “tqoieferences. Theorists incorporate
this idea through Radner’s [1990] concept of appnate or e -equilibrium. Suppose that
s; is a strategy choice by playérthat u; are his beliefs about the play of his opponents,
and thatw,(s; | ;) is a numerical “utility” or “payoff” that player expects to receive
given his own strategy and beliefs. The condition 4§ equilibrium is that each player
should choose a strategy that loses no more than

w(s; | p1;) + € > wi(si| ;) -
and that his beliefsy; should be correct. Ife = 0 this is the definition of Nash
equilibrium. Why allow fore > 0? Simply put,e is our measure of how much the
“true” preferences of the player differ from theefarencesu; that we have written
down. So we allow the possibility that the true yp#” to player : from playing s,
might be somewhat larger than we have written ddwihpy no more thaa. In effecte
is a measure of the approximation we think we maten we wrote down a formal
mathematical model of player play, or of the uramety we have about the accuracy of
that model.

A measure of the accuracy of our model then isgnan by whether play “looks
like an equilibrium” but rather by whether is small. Take the case of ultimatum
bargaining. We can easily compute the losses tgepdaplaying less than a best-response
to their opponent as averaging $0.99 per game buheo $10.00 at stake. What is
especially striking is that most of the money is lust by second players to whom we
have falsely imputed selfish preferences, but rathe first movers who incorrectly
calculate the chances of having their offers regciNotice, however, that a first player
who offers a 50-50 split may not realize that haldask for and get a little bit more
without being rejected, nor if he continues to ofée50-50 split, will he learn of his
mistake.

In mainstream modern economic theory, a great ofeattention is paid to how
players learn their way to “equilibrium” and whahd# of equilibrium might result. It has
long been recognized that players often have liitleentive to experiment with
alternative courses of action, and may as a regatt,stuck doing less well than they
would if they had more information. The concepsaf-confirming equilibrium captures



this idea. It requires that beliefs be correct @libe things that players actually see — the
consequences of the offer they actually make —nottthat they have correct beliefs
about things they do not see — the consequencefer$ that they do not make. Using
this concept we can distinguish between knowingdes representing losses a player
might reasonably know about, and unknowing losses tb imperfect learning. In
ultimatum bargaining, of the $0.99 per game thaygis are losing, $0.34 are knowing
losses due to second players rejecting offers, thied remaining $0.63 are due to
incomplete learning by the first mover. The detaifighese calculations can be found in
Fudenberg and Levine [1997].

One message here is that between social prefereracesajor focus of behavioral
economics — and learning — a major focus of magastreconomics — in this experiment
the role of learning is relatively more importahiah social preferences. The second
message is that the failure of the theory is mueds Ithan a superficial inspection
suggests. Simply comparing the prediction of suleyaerfection to the data indicates an
abysmal failure of the theory. Yet a reasonablesuesnof the success of the theory is
that players lose only $0.34 out of the possible.®Q that they can earn.

4. Equilibrium: The Weak versus the Strong

The key problem withe -equilibrium is not that it makes inaccurate prédits,
but rather than it can be a weak theory, often nwakar too broad a range of predictions.
The ultimatum bargaining game is a perfect examplgh ¢ = $0.99 the observed
behavior is as much an equilibrium as is all thst folayers demanding $9.95 and getting
it. While weakness is not a good thing in a thedrys important to recognize that the
theory itself tells us when it is weak and whers istrong. When there is a narrow range
of predictions — as in the voting game, or in cotitipge market games — the theory is
useful and correct. When there is a broad rangpredictions such as in ultimatum
bargaining the theory is correct, but not as useful

To get a sense of the limitations of existing tlyedris useful to take a look under
the hood of the voting game described above. Aatigregate level the model predicts
with a high degree of accuracy. However, as anyahe has ever looked at raw
experimental data can verify, individual play isyw&oisy and poorly described by the
theory. The figure below from Palfrey and LevineD(Z] summarizes the play of



individuals. The optimal play for an individual deqms on the probability of being
pivotal (deciding the election) and on the costpatfticipation. The horizontal axis
measures the loss from participating dependindiercost that is drawn. If — in the given
election — the cost drawn should make the playdiffarent to participating, the loss is
zero. Otherwise it can be negative or positive,edeng on how much is lost from
participating. The vertical axis is the empiricablpability of participating. The red dots
are the results of individual elections. The blo¢scare averages of the red dots for each
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loss level, and the green curve is a theoreticasttact described below. The theory says

that this “best response” function should be flahwhe probability of participating equal
to one until gains (negative losses) reach zertherhorizontal axis, then a vertical line,
then again flat with a value of zero for all losHeat are bigger than zero. This is far from
the case: some players make positive errors, soake megative errors. The key is that
in this voting game, the errors tend to offset eaitter. Over voting by one voter causes
other voters to want to under vote, so aggregatawer is not much affected by the fact
that individuals are not behaving exactly as treoti predicts. A similar statement can
be made about a competitive market games. By wapmtrast, in ultimatum bargaining,
a few players rejecting bad offers changes thentnges of those making offers, so that
they will wish to make lower offers — moving awayorh the subgame perfect
equilibrium, not towards it.

A key feature of the individual level data is thahavior is sensitive to the cost of
“mistakes.” That is, voters are more likely to playb-optimally” if the cost of doing so



is low. The same is true in ultimatum bargainingd loffers are less costly to reject than
good ones, and are of course rejected more frelguent

This fact: the weakness of incentives when playgesnear indifferent, can be
captured without any “psychological” analysis queféectively through what has become
known as quantal response equilibrium, or QRE. Tdygsstic choice model that has been
used by economists since McFadden’s [1980] workblez®me popular due to the work
of McKelvey and Palfrey [1995] in analyzing expeeintal data. It supposes that play is
somewhat random. Suppose thats;) is the probability with which playet plays the
strategys;. Let A > 0 be a parameter of the choice function. We firdingepropensities
with which strategies are played(s;) = exp(\y;(s;,0_;)). This says that strategies that
yield higher utilities have higher propensities lding played. The QRE equilibrium
probabilities are given by normalizing the propéasito add up to one.

oi(si) = pi(si)/zsinpi(si ).

Notice that this formulation contains an unknowafprence parametey. If A\ = 0 play
is completely random. As\ becomes large, the probability of playing the tbes
response approaches one. So we can inteXpest a kind of index of rationality. To give
an idea how this theory works, in the voting expemt we can estimate a common value
of \ for all players. The corresponding equilibrium lpaibilities of play are given by the
green curve in the figure above, which does anlktgob of describing individual play
— although it makes roughly the same predictionswfmregate play as Nash equilibrium.
While QRE is useful in explaining a great many expental deviations from
Nash equilibrium in games where Nash equilibriumeésk, it captures only the cost side
of preferences. That is, it recognizes — correetihat departures from standard “fully
rational” selfish play are more likely if they dess costly in objective terms, but it does
not attempt to capture the benefits of playing meliishly. It cannot capture, for
example, the fact that under some circumstancegerdaare altruistic, and in others
spiteful. The modern literature on social prefeemnand fairness including Rabin [1993],
Levine [1998], Fehr and Schmidt [1999], Bolton a@dkenfels [2000], and Gul and
Pesendorfer [2004] attempt to capture that ideath@rother hand we already observed
that incomplete learning is a more important sowfcéeviations from the “pure” theory
than are social preferences. The QRE does a gtodfjoapturing errors that arise from



incomplete learning — indeed, it is implied by ldag models such as the smooth
fictitious play of Fudenberg and Levine [1995].

5. Selling a Jar of Pennies

One (incorrect) interpretation of economic the@yhat nobody can every make a
profit. In fact there is a surefire way to do sat B bunch of pennies in a jar bring it to
class. Then auction off the jar of pennies. Youl fitid you can sell a $3.00 jar of
pennies for almost $10.00.

This illustrates an important phenomenon knowrhatwinner’s curse. Your class
stares at the jar and tries to guess how many eetinére are. Some students under guess
— they may guess that there are only 100 or 208ipsnThey bid low. Others over guess
— they may guess that there are 1,000 pennies og.ribey bid high. Of course those
who overestimate the number of pennies by the idsthe highest — so you make out
like a bandit.

According to Nash equilibrium this should not happeEveryone should
rationally realize that they will only win if theguess high, so they should bid less than
their estimate of how many pennies there are inaherhey should bid a lot less — every
player can guarantee they lose nothing by biddimfiing. So in equilibrium, they can’t
on average lose anything, let alone $7.00.

QRE — by recognizing that there is a small proligbthat people aren’'t so
rational — makes quite a different prediction. Letdenote the most possible profit from
getting a large number of pennies at zero cost.u_eenote the least profit by getting a
jar with no pennies at the highest possible bid EQfays that the propensity of every
action is at leastp = exp(Au) and that no action has a propensity greater than
P = exp(AU). Hence each person independently plays everyraetith probability at
least p / MP where M is the number of possible bids. What happens esitimber of
bidders grows? Each bidder according to QRE hé=aat ap probability of making the
highest possible bid. With many bidders it becoraedgrtual certainty that one of the
bidders will (unluckily for them) make this highdpiso with enough bidders, QRE
assures the seller a nice profit.
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6. Matching Pennies

Matching pennies is the classical zero sum gameravkach player chooses
Heads or Tails and one wins if they match, the rothéhey do not. Goeree and Holt
[2001] studied several variations of Matching Pesnin the laboratory. In the first
variation the payoffs were 80 for the winner and 40 the loser. The only Nash
equilibrium is for players to randomize fifty-fiftgnd they did just that. The table below
shows the theoretical Nash equilibrium of 50% amgarentheses the actual fraction of
subjects that chose the corresponding row and culd® you can see it is quite close to
50%.

50% (48%)  50% (52%)

50% (48%) 80,40 40,80
50% (52%) 40,80 80,40

Fifty-fifty is a particularly easy strategy to ingshent and the theory of mixed strategy
equilibrium is peculiar in that it predicts thatcbgplayer must randomize so as to make
his opponent indifferent. This implies that in axed strategy equilibrium each player’s
play depends only on his opponents payoffs an@ndtis own.

To study randomization Goeree and Holt changegdayeffs by increasing (from
80 to 320) or decreasing (from 80 to 44) the patmflayer 1 in the upper left corner. In
theory this should change Player 2's equilibriurayplbut Player 1 should continue to
randomize fifty-fifty. The two tables below showethheoretical predictions of Nash
equilibrium and in parentheses what actually hapgefar from continuing to randomize
fifty-fifty Player 1 played the row containing timghest payoff at least 92% of the time.

12.5% (16%)  87.5% (84%)

50% (96%)
50% (4%) | 40,80
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87.5% (80%)  12.5% (20%)

50% (8%)
50% (92%) 40,80

The theory here does about as badly as it carihdwey predicts equal probability
between the two rows, but the actuality is that mwve is played pretty much all the time.
Notice however that this experiment involves play&ho are inexperienced in the sense
that they only got to play the game once

The figure below is taken from Levine and Zhenglf@l0and analyzes the game
using the tools of altruism, QRE andequilibrium. The vertical axis is the frequency
with which Player 1 chooses ti®p row; the horizontal axis the frequency with which
Player 2 chooses theeft column. The laboratory results are shown by treelbldots
labeledLab Result with the upper left dot corresponding to the secoratrix — the 44
game, and the lower right dot corresponding to fitee matrix — the 320 game. The
theoretical prediction of Nash equilibrium — th#ayer 1 (and only Player 1) randomizes
50-50 — are labeled &riginal Nash Equilibrium.

Several different ways of weakening the theory afish Nash equilibrium are
considered. The first is by computing all the appr@te equilibrium in which the losses
are no greater than those actually suffered bypiémticipants. This is the light gray

Original
0.9 Epsilon Equilibrium
New Epsilon Equilibrium
08l pEmmmrhgaes nasny with Altruistic Preference
: o Original Quantal Response
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shaded region. The second is by computing the QRREEsponding to differing levels of
A. These are the light blue and red curves thainbatgihe respective Nash equilibria and
— as\ declines — move eventually towards the completahdom outcome where both
players simply make each choice with equal 50% givdity. The dark gray region and
the green and dark blue curves also examine appat&iand QRE — but do so under the
hypothesis that some players are altruistic.

To understand what this diagram does and doeshoet, st is useful to start with
QRE. One prediction of quantal response is a tend&ward the middle. For example
in the 320 game Player 2 plaisft in Nash equilibrium 12.5% of the time. Quantal
response says that errors in play will push thattds the middle — toward a fifty-fifty
randomization, and indeed we see that in actuabg¢ rather than 12.5% of Player 2’s
play Left. This in turn has a substantial impact on thentiges of Player 1: with “too
many” player 2’s playind.eft, the best thing for Player 1 to do is to pleyp and try to
get the 320 — and again this is what we see paatits do. We see it also in the diagram.
As we vary the parameter of noisy choice away fidash equilibrium and perfect best
response we see that QRE play shifts towards taoighe — towards the lab result with
more Player 1's playingop. Similarly in the 44 game, “too many” player 2’&pRight
— 20% rather than 12.5% — and this tilts the Playgtowards playindpown. Again, the
initial effect of increasing the noise parametdoisnove the QRE towards the lab result.

Eventually, when\ becomes too small, QRE approaches a pure fifty-fif
randomization. What the diagram also shows istthiathappens “too soon” in the sense
that play in the QRE “starts back” towards fiftjti before it gets to the laboratory
result. That effect is much more pronounced indhgame than the 320 game.

Next consider altruism. This is potentially impattan the 320 game since Player
2 by giving up 40 can increase the payoff of Playéry 280 — you don’t have to be that
generous to take such an opportunity. This alsoexgutain why “too many” Player 2’s
play Left. If we assume a combination of errors due to cplarégsponse and some
altruistic players, it turns out we can explain 820 game quite well, as the curve
combining the two effects passes more or lessttirdwough the laboratory result.

In the 44 game the situation is different. Even lbonmg altruistic players with
guantal response errors quantitatively we can é@xpdaly about half the laboratory
result. Here the approximate equilibrium regions balp us understand what is going
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on. Notice that in the 320 game the approximatdlibgum region while wide is not
very tall. While there are many possible stratedpeplayer 1 that are consistent with a
relatively small loss, there are very few stratedg player 2: Player 2 must pl&yght
with between about 10% and 20% probability. On thieer hand, in the 44 game
approximate equilibrium indicates we can say littkeyond Player 1 should plakop
more frequently thaBottom and Player 2 should plegight more frequently thaheft.
The reason for this is not hard to fathom In thé §28me incentives are relatively strong:
by making a wrong choice players can lose betweerard 280. In the 44 game by
making a wrong choices player can lose betweerd44@nNaturally when incentives are
less strong the set of approximate equilibriumaigyér and we are less able to make
accurate predictions of how players will play.

7. Is Traditional Theory Useless?

The financial market meltdown in October 2009 hasvinced many that markets
are irrational, and rational models are doomed didure. Only behavioral models
recognizing the emotional “animal spirits” of int@s can hope to capture the events
that occur during a full blown financial panic. Ma¥ this sentiment springs, however,
from confusion about what rationality is and whegtional models say.

Is it irrational to run for the exit when someormeemms that the movie theater is
on fire? Consider the following simple variation e Prisoner’s Dilemma game. “Fire”
has been shouted in the theater. You can rusinéoexits, or proceed in an orderly way.
If everybody rushes they all get 5; if everyonegesds in an orderly way they all get 9.
However, if | rush and nobody else does | am suiget out so get 10; on the other hand

if every rushes but me, | am doomed, so only get O.

This game has a unique dominant strategy equilfariaveryone rushes for the exits.
Nowhere do we model the very real sick feeling arip that people feel as they rush for
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the exits. That is a symptom of being in a difficsituation, not an explanation of why
people behave as they do.

The situation in a market panic is similar. Suppgse turn on the television and
notice the Chairman of the Federal Reserve Boarthgjia speech indicating that the
financial sector is close to meltdown. It occuryea that when this happens, stocks will
not have much value. Naturally you wish to sell ystocks — and to do so before they
fall in price, which is to say, to sell before ey@ne else can rush to sell. So there is a
“panic” as everyone rushes to sell. Individual hetiahere is rational — and unlike the
rushing to the exits where more lives would be sgaf the exodus was orderly, in the
stock market there is no real harm if people raskdll rather than selling in an orderly
way.

In some circumstances people overdo it — and tiee girops so much that it
bounces right back up as soon as people get thisr back. Perhaps this is due to
irrationality? Not at all — there is a beautifulpga written in 2009 by Lasse Pedersen

Panel (a): Minute-by-Minute Data from the Quant Event 2007,

analyzing the so-called “quant event” of August432D07, where prices did bounce. The
first figure above shows the minute by minute nexarket price and the second figure
shows prices computed from the theory. The keygthinunderstand is that the theory is
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of pure rational expectations — irrationality, plsgtogy, and “behavioral” economics do
not enter the picture.

The same idea applies to bank runs. If you thinkrymank is going to fail taking
your life savings with it, it is perfectly rationtd try to get your money out as quickly as
you can. Of course if everyone does that it prettich guarantees the bank will fail. This
is the classic Diamond and Dybvig [1983] model ahk runs — along with the some
3,639 follow-up papers. So far nobody has pointatdany facts or details about the 2009
crisis that is inconsistent with these models tbreal behavior.

Economic theory, then, can understand panics. Batit predict them? No, it
cannot and for good reason. One essential thingishaften overlooked in behavioral
economics is that economics itself is not neutralhnuman behavior. People make
mistakes. Because they are mistakes, if those keistare explained to them they will
permanently change their behavior. Hence a thebryistakes is always subject to the
problem that if people understand the theory itobees invalid. A related phenomenon
occurs in markets. Suppose that we could fore¢ask snarket crashes. A big computer
program that all economists agreed was right wdaédun and it would tell us “Next
week the stock market will fall 20%.” What wouldwalo? Knowing the stock market
will drop 20% next week, would you wait until nexeeek to sell? Of course not, you
would want to dump your stocks before everyone dide And when everyone tried to
do that the stock market would drop by 20% — butrext week, it would happen right
now. You do not wait until you feel the flames befgou rush for the theater exits.

Put another way, there is an intrinsic interacti@iween the forecaster and the
forecast — at least if the forecaster is believdicting economic activity is not like
predicting the weather. Whether or not there isn\gdo be a hurricane does not depend
on whether or not we think there is going to baiaibane. Whether or not there is going
to be an economic crisis depends on whether omeothink there is going to be one.
And this is why the economics profession came tpathe rational expectations model.
Unlike behavioral models — which treat economiadvégt like hurricanes — the rational
expectations model captures the intrinsic connecbetween the forecaster and the
forecast. In fact one description of a model oforal expectations is that it describes a
world where the forecaster has no advantage inmgdkirecasts over anyone else in the

economy — which if people believe his forecast$ malve to be the case.
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The fact that we cannot predict crashes does nanrtteat we do not understand
them. It is far from true that mainstream econonmchlind “to the very possibility of
catastrophic failures in a market economy” as Kragmwrote in a 2009 New York Times
column. That is the same Krugman who in 1979 weptpaper called “A Model of
Balance-of-Payments.” This showed how under perfeasight crises are ubiquitous
when speculators swoop in and sell short. Thempapaeficient in that it supposes that
crises are perfectly foreseen and — as indicatesteab this cannot lead to catastrophic
drops in prices. However, the paper is not obschere having been some 2,354 follow-
on papers, including Salant [1983]. Salant useddbks of modern economics, in which
the fundamental forces driving the economy are pesfectly foreseen, to show how
rational expectations leads to speculation and peeed yet catastrophic price drops.

Despite the fact that the idea of the Salant papentegral to most modern
economic models, it still never fails to surprisenreconomists when market crises do
occur. It has happened in England, in Mexico, igeftina, Israel, Italy, Indonesia,
Malaysia, Russia, and of course more than ondeeitnited States.

8. Does Behavioral Theory Give Correct Answers?

While behavioral economics points to many paradoaad problems with
mainstream economics, its own models and claimgfea not subject to a great deal of
scrutiny. Here | examine two popular behaviorabties.

The Naif at the Health Club

Consider the following facts from Della Vigna andalmendier [2006] about
health club memberships. First, people who chosg-term memberships rather than
pay per visit paid on average $17 per visit asregya $10 per visit fee. Leaving aside the
hassle factor of availability of lockers and theecid¢o pay each visit, we can agree that
this is some evidence that people are trying toemveakommitment to attending the health
club.

In the idealized world usually studied by econosjiitere is no need for a single
decision-maker ever to commit. In reality we oftditoose to make commitments to avoid
future behavior we expect to find tempting but withd long-term consequences: the
drug addict who locks himself in a rehab center likdae an obvious example. The long-
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term membership in a health club has a similaradfta\Bkipping a workout can be
tempting but has bad long-term consequences fdthhétaving to pay $10 will make it
easier to find excuses to avoid going.

So far so good for behavioral economics. They hdestified a phenomenon that
standard models cannot explain — the desire forngibmment in single-person decision
problems. Of course even with the commitment, speaple eventually give up and stop
going to the health club. However, Della Vigna atalmendier's data shows that people
typically procrastinate for an average of 2.3 mertkfore canceling their self-renewing
membership. The average amount lost is nearly §dthsat canceling at the first moment
that attendance stops.

Leaving aside the fact that it may take a whileniake the final decision to quit
the club, we are all familiar with procrastination/hy cancel today when we could
cancel tomorrow instead? Or given the monthly reatfrthe charge, why not wait until
next month. One behavioral interpretation of pretiration is that people are naive in
the sense that they do not understand that thepraszastinators. That is, they put off
until tomorrow, believing they will act tomorrownd do not understand that tomorrow
they will face the same problem and put off aga@imere may indeed be some people that
behave this way. But if we grant that people who @fifi cancellation are making a
mistake, there are several kinds of untrue betlefy might hold that explains this. One
is that they are procrastinators and do not knownbther is that it is really simple and
inexpensive to cancel their membership, but pewmerrectly perceive that it will be an
time consuming hassle involving endless telephom@us, employees who vanish in
back-rooms for long periods of times, and all thbeo things we are familiar with
whenever we try to cancel a credit card charge.

The question to raise about the naive interpretati@n is this. Which is more
likely: that people are misinformed about somethilngy have observed every day for
their entire lives (whether or not they are protnagors) or something that they have
observed infrequently and for which the data inisacosts may be high (canceling)?
Learning theory suggests the latter — people areerikely to make mistakes about
things they know little about.

Another point worth mentioning is that so callethfiulsive” behavior — that is,
giving in to temptation — is often everything bliake Eliot Spitzer who lost his job as
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governor of New York because of his “impulsive” belor in visiting prostitutes. Yet the
fact is that he paid months in advance (committingself to seeing prostitutes rather
than the other way around) and in one case flewoatipute from Washington D.C. to
New York — managing to violate Federal as well &steSlaw in the process. Similarly,
when Rush Limbaugh was discovered to be carryimgelguantities of viagra from the
Dominican Republic it was widely suspected thah&é gone there on a “sex vacation” —
hardly something done impulsively at the last men@r perhaps a case more familiar to
most of us — how about the Las Vegas vacation? dlss is planned well in advance,
with the anticipation of the rush of engaging irputtsive behavior. Of course, the more
sensible among us may plan to limit the amouni&shaove bring along.

The point here is simple: our “rational” self istmatrinsically in conflict with our
impulsive self. In fact the evidence is that ouioral self often facilitates rather than
overrides the activities of our impulsive self.

The Becker-DeGroot-Marschak Elicitation Procedure

Returning to the theme of which types of mistakes most likely, another
paradox of behavioral economics is the so-calldlinghess to pay versus willingness to
accept. For example, if we ask people how much #reywilling to pay for a coffee cup
they will state a relatively low value; if we giteem a coffee cup and ask how much
they will sell it for they will state a relativellsigh value. On the surface this is not a
paradox: we all know to buy low and sell high. Hoee the elicitation of values is done
using a method called the Becker Marschak DeGromtgulure. A willingness to pay or
accept payment is stated, then a random draw ig nifithe random draw is lower than
the stated value (in the willingness to pay cabeptthe item is sold at the randomly
drawn price. If the draw is higher than the stataldie then no transaction takes place. In
the face of such a procedure the best thing t® ot to buy low and sell high, but rather
to state your true value.

This observation is fundamental to behavioral eocuos: it is sometimes called
the endowment effect or the reference point effiéetrgues that there is a reference point
relative to expectations and gains and losses a@suned against that reference point.
The argument is that having the cup in your possesshanges the reference point so
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that losing the cup is a “loss,” while not havirge tcup in your possession means that
getting the cup is a “gain.”

But is any of this true? Is it obvious to you tldten this procedure is used that
the unambiguously best course of action is to bugr yrue value and not buy low and sell
high? It is true, and subjects are often informkthis fact. So: is there a paradox here, as
some behavioral economists and psychologists wargde — and indeed base an entire
theory of behavior on — or is it simply the casat thbeople have trouble understanding a
complex and unfamiliar procedure? The answer idatter: Zeiler and Plott [2004] show
that if subjects are well trained in understandihg elicitation procedure — so they
clearly understand that the best thing to do ist&be their true value — then there is no
difference between willingness to pay and willingseto accept payment. If the
observation that people have trouble understandorgplex decisions and sometimes
make mistakes is “behavioral’ then we scarcely resqmerimental evidence to prove the
point — the fact that students get exam questioregvshould be proof enough that

people fall short of complete and total rationality

9. Can We Understand Decision Making by Peering into the Brain?

A basic fact from computer science is that all mgrmachines are equivalent: we
can learn nothing of their capabilities by studyihg specific way in which they are
implemented. The human brain is also a generalgsgrgomputing device, capable of
implementing a wide range of algorithms, rangingnir simple choices between
alternatives to sophisticated algorithms such asanhyc and linear programming. The
types of decisions economists are interested irganerally implemented by means of
sophisticated algorithms, and these decision prgesdrarely occur within the brain. At
a minimum paper and pencil are used, but of cowesbave access to computers as well.
When hedge funds decide how to buy and sell, famgte, they do so by means of
computer programs that solve partial different@@a&ions, not by some sort of impulsive
seat of the pants hunch about what stock is aloog Lip.

There is another way to view this. Suppose you g study Microsoft Word
in order, say, to build a better word processorulyou study the CPU of a PC? Would
you study how the RAM is wired? Or the ASICS? Wouytl study the binary code?
Surely you would do none of those things. Would gtudy the source code? Probably
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not even that, most likely you would use the pragrabserve how it worked, and figure
out how to build a program that did the same thifigat is what economists do. We
observe human behavior and figure out models tehave the “way humans do.” We
have no reason to believe that better understantdengiring of the brain would improve
our models any more than understanding the micde@m an x86 chip would improve
lead to improvements in word processors.

Where does this leave neuroeconomics? Of course Hre one-time decisions
that must be made quickly — for example the Navajate problem. This occurred as a
practical matter in 1989 when a U.S. Navy Frigdtmking it was under air attack
accidentally shot down an Iranian passenger jete lttee sailors on the frigate had only a
few moments to make a quick decision based on ipemformation — shoot or not
shoot? Understanding the kind of biases they mag had on the spur of the moment —
ignoring certain information and attending to otl@&ormation — can clearly improve
performance in these sorts of circumstances.

The Naval Frigate problem, while important, is sedy the kind of common
decision problem that is at the heart of economiblems. There is, however, a broader
contribution that neuroeconomics may hope to makecbnomics. Economists make the
useful distinction between preferences and beli€lfgs is the same distinction as that
between goals and decision-making procedures. Qiveferences — goals — economics
does a good job of understanding how these arslataa into action. We do not need
neuroeconomics to come along and suggest that ghain goals people employ some
kind of primitive mechanical decision making proaesl— not least because it is not true.
On the other hand: economists struggle with then&dion of preferences. How are goals
formed? How are short-term impulses reconciled Vatiger-term prospects? How do we
become angry? Humiliated? Why are we altruisticaursbme circumstances and spiteful
in others? Here in studying preferences and goalkere economics is weak — peering
into the brain may prove of ultimate use.
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